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e Remotely accessible research
infrastructure for mobile and wireless

research
e Used for fundamental research
(academic/non-academic) &
testing/development & teaching
e Key features:
o Variety of hardware building blocks -
deployed in lab & outdoors
o Variety of compatible ready-to-run open
source software stacks
o  Sophisticated experimental control
framework/experimental workflow
o  FCC Innovation Zone
o BYOD/BYOS capabilities

Highly ffexible real-world lab-as-a-service

(1) Basestation (rooftop, mMIMO, dense), (2) Fiber front/backhaul,
(3) Near Edge Compute, (4) Indoor OTA Lab,

(5) Controlled RF Lab, (6) Edge/Metro Compute,

(7) WAN connectivity, (8) Remote cloud, (9) Fixed Endpoint,

(10) Predictable courier w/ endpoint, (11) Other courier w/endpoint
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& |llustrative example

From “nothing” to operational 5G
network in less than 10 minutes

e Operating over-the-air

e With open source building blocks

e Remote access to user equipment on
campus shuttle

e Data being collected for analysis

Outdoor OTA Experiment
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g Integration Center (OTIC)
@ @) e Open RAN & 5G/NextG related testing
POWDER API o E2E and functional testing
Configuration @) Task Execution (22) e Developed Testing Orchestration &

“orchestrate” test setup
o Interact with commercial/open source
tools to “automate” testing

Management ANSIBLE . .
Testing Automation (TOTA) framework
M o o Integrates with POWDER to

"+’ POWDER TOTA
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Sophisticated 5G/NextG/Open RAN testing
environment
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3 Antenna

, - Illustrative examples

° Private-5G vendor (Celona) using POWDER for handover testing
in real world environment

° O-RAN vendor (Mavenir) using POWDER for 5G mMIMO
mmWave testing

° Handover testing with COTS RU and open source CU/DU
(srsRAN + Benetel)

Pole Cabinet

Fiber fronthaul

Mix of BYOD + POWDER equipment
Using POWDER TOTA workflow
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POWDER-RDZ

e Use POWDER to prototype a radio
dynamic zone (RDZ)

e Explore use cases and workflows to
define software architecture: roles,
interfaces, APIs

e Build an open source Zone
Management System (OpenZMS)

o

Separate from POWDER:
well-defined interface to integrate
at any facility

e POWDER-RDZ: use OpenZMS to
manage spectrum for POWDER

WpenZMs N:by

Open Zone Management System (OPENZMS)

Spectrum
Provider

Interference & Risk
Management

Dynamic Zone
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Illustrative examples

RSRP (dBm)

POWDER spectrum access:

m Program experimental
license (PEL)
m FCC Innovation Zone

o Allowed to use, but not interfere
OpeniMS:

o  Operational spectral
intelligence and management
o  More on PEL coming up »ee

3000

Other use cases ->

o Sharing with commercial 2500
provider -

o  Sharing with federal radar gmo
systems

1000

500

0
2700 2702 2704 2706 2708 2710 2712 2714 2716

-60 /
e M T T Cells in other bands

Cells associated with

Band effectively “unused”
in measurement area
(~3 hours)

~100

“sleeping” band \

02:00

110
00:00
Nov 4, 2023

04:00

Time

PSD ../../max.dat
100 MHz Bandwidth, 2750 MHz Center Frequency

Frequency [MHz]

08:00 10:00

Huntsvillg

Antelope)
Island

Bountiful
7

y

s':‘ Far\rﬁjngton




-3% Use case: PEL Workflow

Program Experimental License (PEL)

1. Initialization
a. Role/element player registration
b. Initial RDZ geography, models

c. Spectrum available through PEL

Open Zone Management System (OPENZMS)

Zone
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Spectrum
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Use case: PEL Workflow

Program Experimental License (PEL)
1. Initialization
a. Role/element player registration
b. Initial RDZ geography, models
c. Spectrum available through PEL
2. ZMS observes PEL spectrum range
(monitor), data into DST (in ZMS)

Open Zone Management System (OPENZMS)

Zone
Management
Controller
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Use case: PEL Workflow

Program Experimental License (PEL)
1. Initialization
a. Role/element player registration
b. Initial RDZ geography, models
c. Spectrum available through PEL
2. ZMS observes PEL spectrum range
(monitor), data into DST (in ZMS)
3. Request to use spectrum from platform
(consumer) (X MHz in range Y-Z MHz)

Open Zone Management System (OPENZMS)

Zone
Management

Controller Zone
(ZmC) Abstraction
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%%@ Use case: PEL Workflow

Program Experimental License (PEL)

1.

Initialization

a. Role/element player registration

b. Initial RDZ geography, models

C. Spectrum available through PEL

ZMS observes PEL spectrum range
(monitor), data into DST (in ZMS)

Request to use spectrum from platform
(consumer) (X MHz in range Y-Z MHz)
Use monitor data to determine if/where

request fits (in ZMS)

Open Zone Management System (OPENZMS)

Zone
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Controller
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@%?é@ Use case: PEL Workflow E

Spectrum —

Provider
. . (Proxy)
Program Experimental License (PEL) NTIA
1. Initialization Spectrum

a. Role/element player registration
b. Initial RDZ geography, models

Open Zone Management System (OPENZMS) Spectrum

Provider

c. Spectrum available through PEL — W

2. ZMS observes PEL spectrum range Mggistm;nt . ‘
(monitor), data into DST (in ZMS) @Mc) TRl Sensitive
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4. Use monitor data to determine if/where Twin
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@%?é@ Use case: PEL Workflow

Program Experimental License (PEL)
1. Initialization
a. Role/element player registration
b. Initial RDZ geography, models
C. Spectrum available through PEL
2. ZMS observes PEL spectrum range
(monitor), data into DST (in ZMS)
3. Request to use spectrum from platform
(consumer) (X MHz in range Y-Z MHz)
4. Use monitor data to determine if/where
request fits (in ZMS)
5. Use propagation analysis to ensure test
will not interfere outside RDZ (in ZMS)
6. Notify platform (consumer) to proceed

Spectrum
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%%@ Use case: PEL Workflow

Program Experimental License (PEL)

1.

Initialization

a. Role/element player registration

b. Initial RDZ geography, models

C. Spectrum available through PEL
ZMS observes PEL spectrum range
(monitor), data into DST (in ZMS)
Request to use spectrum from platform
(consumer) (X MHz in range Y-Z MHz)
Use monitor data to determine if/where
request fits (in ZMS)
Use propagation analysis to ensure test
will not interfere outside RDZ (in ZMS)
Notify platform (consumer) to proceed
If spectrum monitor (monitor) indicates
interference...

Spectrum
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%%@ Use case: PEL Workflow

Program Experimental License (PEL)
1. Initialization
a. Role/element player registration
b. Initial RDZ geography, models
C. Spectrum available through PEL
2. ZMS observes PEL spectrum range
(monitor), data into DST (in ZMS)
3. Request to use spectrum from platform
(consumer) (X MHz in range Y-Z MHz)
4. Use monitor data to determine if/where
request fits (in ZMS)
5. Use propagation analysis to ensure test
will not interfere outside RDZ (in ZMS)
6. Notify platform (consumer) to proceed
7. If spectrum monitor (monitor) indicates
interference...
8. ..Instruct platform (consumer) to
terminate transmission
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Gr Georgia
Tech.
Digital spectrum twin (DST):
e Based on TIREM plus enhancements:
o  Full DST life cycle

e Detailed topology maps of POWDER environment

(“foundation maps”)

e Improving prediction accuracy using measurement data

(“core maps”)
e Developing “application maps”

o E.g., expected power for different RDZ scenarios

(Also using Altair Feko)

AM Overtayed on the Tuned KTX

U I

TIREM Preditions of RSS (48]
MeasarsdRSS (aBW]

UTM, (m]

Source: Serhat Tadik and Greg Durgin
(Georgia Tech)
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Interpolated Measured RSS
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45138
45136
45134
45132

4513

45128
4.288 4.29
UTM [m]

4.284 4.286 4.292

4.294

x10%

POWDER-RDZ: Digital Spectrum Twin

DST App Maps
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Q‘%?L%ﬂ) Web Ul/ZeAL

Conclusion: Community, Resources

[zmo |
. . . planning/
e POWDER-RDZ is available, pre-release: alarm

https://powderwireless.net
o Use via POWDER experiments ﬁ "
propsim-tirem

e OpenZMS: https://openzms.net

o  Test-drive on POWDER; or manually deploy - e
(pre-release, early adopton) | gRPC PR

o Heavy development: sharing (efficiency, ~ SRkl e  RCRRTe
parallelism), monitoring/detection, RFI -
mitigations '

o Deployed at Hat Creek Radio Observatory gsf:nfglltzd ——
(collaboration with CU Boulder) in March 2024 management platform

Intelligent sharing workflows for radio dynamic
zones

22


https://powderwireless.net/
https://openzms.net/

Towards frictionless reproducibility
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POWDER concepts and workflow

. Hardware Building Blocks Software Building Blocks

s 2 | software Defined Compute  Mobile base station:  Mobile base
e Hardware and software “building 2 | Radio (SDR) SWC‘;D“"S Nodes OTSBYOD  sison; SOR
E L
blocks” ‘ﬁ O ,! SE . ( OAl ) GNU
. . f Programmable oTs endppint/ Mobile endpoint: OTS/ Mobile endpoint: RAN Radio
e  Profile mechanism: RF attenuator basestation  gyop onsnowplow  SCR ome _
o  “Recipe” to combine building 6 ()

blocks into an E2E experiment

. Profile Database
e Basic workflow: @ b

o Access portal & select profile
o Select profile parameters
o POWDER control framework

“instantiates” profile into
running experiment
[ ] On-demand, or
scheduled when

Emulab
Control

Control Framework
8
O [
0
8
A
v

resources become Feains
available 2 ExperimentView/Control
m  Configures experiment g - E—
as specified in profile 2 bl =
o User access experiment s iy 'T;\; =
resources (remotely) § -
| Portal experiment view

Node access



" POWDER concepts and workflow

More on profiles:

Request required resources (radios,
servers, spectrum...)

Describe experiment configuration
(network, software, config scripts...)
Parameterizable, version controlled; git
repo backed;

Means to create sophisticated E2E
experiments

Instantiate via graphical user interface or
through programmatic API

POWDER provided:

o  “library” of parameterized
ready-to-run profiles (srsRAN,
OpenAirinterface, Open RAN, RF
measurement)

User created:

o from scratch, fork POWDER

provided..

e All the examples and use cases
described earlier are realized
through profiles

Primary reproducibility mechanism in
POWDER

25



POWDER
experimental

workflow

Powered by

1. Select a Profile 2.7

Selected Profile: oai-outdoor-ota (Repo: 05b2fdf1, refs/heads/master)

OAI 5G w/ Open5GS using the POWDER Dense Deployment

This profile deploys a 5G core and radio access network using the following components:

Open5GS core network: All of the core network functions (AMF, SMF, UPF, etc.) are deployed to a single compute node with
LAN connections to the gNodeBs in the experiment. The NFs are wrapped in system services and automatically started when
you instantiate your experiment.

One or more OpenAirinterface gNodeBs: The gNB soft-modems are deployed to NUC i7 compute nodes paired with NI B210
SDRs. Each SDR is connected to a custom medium-power TDD RF front end capable of operating from 3358-3600 MHz.

An orchestration node (optional): This node is currently used to aggregate time-coherent logs for all of the relevant processes
in the 5G network. Promtail is used to push relevant logs from other nodes in this experiment to the Loki instance running on
this node, and Grafana is used to present logs/data via a web interface.

It is designed to be used with this Mobile Endpoints profile, which instantiates an experiment with 5G COTS UEs deployed to
campus shuttles that operate in and around the Dense Deployment sites.

Note: This profile currently requires the use of the 3410-3450 MHz spectrum range and you need an approved reservation for
this spectrum in order to use it. It's also strongly recommended that you include the following necessary resources in your
reservation to gaurantee their availability at the time of your experiment:

2x d430 compute nodes to host the core network and orchestrator

The set of the Dense Deployment sites you plan to use

POWDER mobile endpoints

If you want your experiment to run for more than a single day, you'll need to make separate single-day reservations for the
mobile endpoints, since the maximum reservation duration for those is one day.

Finally, the mobility of the campus shuttles that host the COTS UEs and the medium-power RF front ends used in the Dense
Deployment mean that some links may be short-lived (< 30 s in duration); others may last a few minutes. Link quality and
duration will depend on the shuttle route and Dense Deployment site in question. Some routes will not pass close enough to
close links at every dense deployment site.

Show Profile

Question or comment? Join the Help Forum

Docs ~  kobus ~

© 2024 The University of Utah

26



1. st o 3. e 4. ccrant

adio Map || Resource Availability

Selected Profile: oai-outdoor-ota (Repo: 05b2fdf1, | SaverLoad Parameters
refs/heads/master)

This profile is parameterized; please make your selections below, and then click Next.
Include orchestrator node for
d logging (Grafana/Loki).

Install logging tools (Promtail) on all
nodes.

Type of compute node to use for Emulab, d430 v
Orch node (if included)

Type of compute node to use for CN Emulab, d430 v
node

V¥ Dense Site NUC+B210 radios to allocate.
¥ Dense Site Radios (=) (4/(4)(¥)
SFF Compute + NI B210 device @  Mario v
¥ Dense Site Radios (=) (4/(4](¥)
SFF Compute + NI B210 device © Guesthouse v

V¥ Dense Site Radios (= (4|(4)(¥)
SFF Compute + NI B210 device © USTAR v

> Fixed endpoint NUC+B210/COTSUE radios to allocate.

¥ Frequency ranges to be used for transmission.
v F Ranges To In (= (4
Frequency Range Min © 3410

Frequency Range Max © 3450

[ % Advanced

27



Selected Profile: oai-outdoor-ota (Repo: 05b2fdf1, refs/heads/master)

Please review the selections below and then click Next.

Name: Optional

Project:  PowderTeam ~

© Advanced Options
Check Resource Availability

Click Node to
Select

3 [




You have requested radio spectrum and/or use of specialized Powder resources in your profile. If you do not
have a reservation for it, you may want to create one; spectrum and other specialized equipment are scarce
resources and may not be immediately available. If you do make a reservation, you will want to be sure to
schedule the start of this experiment to coincide with the start of your reservation(s). Please click on Create
New Resource Reservation to create a new reservation.

You may also set the termination time of your experiment to coincide with the end of your reservation(s), so
that you do not have to remember to extend your experiment.

Start on date/time (optional) @
06/24/2024 Time

End on date/time (optional) @
MM/DD/YYYY Time

Create New Resource Reservation

“wemulab

¢



Repository

Description

5G RAN
+ Core

https://gitlab.flux.utah.edu/dmaas/srs-outdoor-ota.git

srsRAN 5G w/ Open5GS CN5G using the POWDER
Dense Deployment

This profile deploys a 5G core and radio access network using the following components:

« Open5GS core network: All of the core network functions (AMF, SMF, UPF, etc.) are
deployed to a single compute node with LAN connections to the gNodeBs in the
experiment. The NFs are wrapped in system services and automatically started when you
instantiate your experiment.

« One or more srsRAN gNodeBs: The gNB soft-modems are deployed to NUC i7 compute
nodes paired with NI B210 SDRs. Each SDR is connected to a custom medium-power TDD
RF front end capable of operating from 3358-3600 MHz.

« An orchestration node (optional): This node is currently used to aggregate time-coherent
logs for all of the relevant processes in the 5G network. Promtail is used to push relevant

Q
[—

©
f—

Repository

Description

Topology View  List View Powder Map Manifest Graphs Portstats Bindings

Click on a nods for more options. Click and drag to move things around. Cick on a sife name to deiste the site.

https://gitlab.flux.utah.edu/dmaas/mobile-endpoints.git

Mobile Endpoints for LTE/5G Experiments

POWDER provides a number of mobile endpoints deployed to university campus shuttles. In
addition to other tools and SDRs, these mobile endpoints are equipped with LTE/5G modems
that are capable of attaching to networks that include gNodeBs running at POWDER Dense
Deployment sites.

This profile instantiates an exeriment that includes all of the currently available mobile endpoints
traversing routes that come near one or more Dense Deployment sites. It is primarily intended to
be run in conjunction with one of our outdoor 5G profiles:

* OAI Outdoor 5G
« srsRAN Project Outdoor 5G

You'll need to instantiate one of these, or something similar, before you instantiate this
profile if you want the UEs to attach to a 5G network. In fact, in its default configuration, this

Mobile
COTS
UEs

30



Topology
Repository

Description

Different core + RAN profiles for private
5G vendor + same mobile endpoint profile

Topology View List View Powder Map Manifest Graghs Portstats Sindings

5G Core

CED I I

Topology View List View PowderMap Manifost Graphs Poristats Bindings

https:/gitlab.flux.utah.edu/dmaas/mobile-endpoints.git

Mobile Endpoints for LTE/5G Experiments

POWDER provides a number of mobile endpoints deployed to university campus shuttles. In
addition to other tools and SDRs, these mobile endpoints are equipped with LTE/5G modems
that are capable of attaching to networks that include gNodeBs running at POWDER Dense
Deployment sites.

This profile instantiates an exeriment that includes all of the currently available mobile endpoints
traversing routes that come near one or more Dense Deployment sites. It is primarily intended to
be run in conjunction with one of our outdoor 5G profiles:

* OAI Outdoor 5G
« srsRAN Project Outdoor 5G

You'll need to instantiate one of these, or something similar, before you instantiate this
profile if you want the UEs to attach to a 5G network. In fact, in its default configuration, this

Topology View List View PowderMap Manifest Graphs Portstats Bindings

Mobile
COTS
UEs

I G EED

opt und. Click on a site name to dete the site.

31



O netsys-edinburgh /| CoreKube

<> Code (©) Issues 17 Pull requests

[1 Files

User examples T
ACM MobiCom paper: Mahesh o docs

> M images

Marina and students (University of e tocion
Edinburgh) | D evehstionma
e Made available as POWDER I
profile to community

Browse =~ About  Signin Register

Journals Magazines Proceedings Books SIGs More v Search ACM Digi... Q Advanced Search

MOBICOM v

Home > Conferences > MOBICOM > Proceedings > ACM MobiCom '23 > CoreKube: An Efficient, Autoscaling

and Resilient Mobile Core System
RESEARCH-ARTICLE = @ @ o °
X in& f
CoreKube: An Efficient,
Autoscaling and Resilient
Mobile Core System

Authors: Jon Larrea, Andrew E. Ferguson,

Mahesh K. Marina Authors Info & Claims

Q Type (/) to search > + ~ ||O|IN |

® Actions [ Projects () Security |~ Insights
CoreKube / docs | Evaluation.md (&

andrewferguson Update Evaluation.md ab2cf9b - 10 months ago O History

Preview | Code  Blame 244 lines (167 loc) - 18.2 KB Raw D & 2 -~ =

Artifact Evaluation of CoreKube

In order to evaluate CoreKube as a core, we need an environment to emulate UEs and RANSs that
connect to it. We will use the Nervion RAN emulator (Larrea, 2021). The official Nervion Powder
Profile, available as a deployment profile within the Powder Platform, will deploy both Nervion and
CoreKube on Powder.

Creating an Experiment

Users need to set up a new CoreKube deployment on the Powder Platform. We assume that you
have an account on the Powder Platform with your SSH public key attached.

www.powderwireless.net,

Experiments ~ Storage ~

Start Experiment
Current Usage: 23.36 Node Hours,

Rarin Rarant Evnarimant b
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User examples

O-RAN Software Community

0-RAN Software Community (SC)

= B B8 <

0O-RAN Wiki Mailing List Seed Code Charter

vern
ALLIANCE Presen

O-RAN Software Community (OSC)
(Community lab offline)
Using POWDER for testing
Use POWDER APIs:
e Quick setup of OSC SW
components
e Run complex test scenarios

Zylinium Research
DoD funded Spectrum Sharing research
Used POWDER for over-the-air (OTA) testing
Use POWDER APIs:
e Spinning up OTA resources as part of
development/testing workflow
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- ) CENTRE

Testing example

y 7 y i N Stack Test Case [ 251
Testing Orchestration and Testing Workflow Engine ) stacksiom @ dagster it S

Automation (TOTA) = —a
Workflow Test C
. . . 7 1 ‘V

e Testing Orchestration: using profile
mechanism @ &)

e Testing Automation: framework of open POWDER API + &
source tools 5 Configuration @) Task Execution E§5§§
e Workflow engine: - Management ~ vs'sie
(1) Interacts with POWDER platform P -
to orchestrate test setup (profile
mechanism)

(2) Uses Ansible to configure
components in the test setup _
(3) Uses Robot to execute the P P°W"f“g“‘,$

required test suite Lol el =
(4) Stores results in Kiwi Test Case
Management System S—

Linux

Compute

Test server Core ﬁ

Linux Linux Cu/DU mmWave mMIMO

Bare Metal Compute <::> Bare Metal Compute <:> <:> S g GEE

Ethernet Ethernet Fiber OTA 34
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Repeatable mobility?

e Programmable conducted RF attenuator
matrix
O  Repeatable, but lacks realism
e Mobile endpoints on campus shuttles
O  (Sort of) repeatable, real world
e Often: start conducted, then outdoor




What about spectrum/RF conditions?

e  Maybe:

o  Point of outdoor wireless testbed is repeatable
experiments in the context of changing
) spectrum/RF conditions?
e Still:
o  We need better “spectral intelligence”..

m  Can we capture the “spectral conditions” at
play during an experiment?
m  Can we programmatically “capture
changes” in the spectral environment?
o  Maybe... OpenZMS DST is a starting point

350 | 9700 Find! gpectrum Monitoring Graph for Emulab cbrssdri-bes:rfg &'  Downese MereiOlder Graghs -

3850 3700 Fndl gpactrum Monitoring Graph for Emulab cbrssdri-bes:rfg =% Povnod MoreOderGrepts »
01/18/2022 10:01:51 AM

RICE

1/18/2022

115 4

Power (dB)
: g

3580 3580 3600 840 2,880 3880 3700

3820 3
Frequency (MHz)

Sun | | Downoad | | « Mo Oider Graghs
Spectrum Monitoring Graph for Emulab cbrssdri-bes:rf0 10/18/2023 8:48:13 AM

10/18/2023

355 e
10/17/2021 10:07:42 AM
e
10/17/2021 o
8
e
1204 s
125 -
g H
= § =
1 }
~135 -
~140 "W
17
1
. =
3560 3380 3800 1620 3640 2680 3880 3700
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Lessons?

What makes wireless frictionless repeatability hard?

Changing wireless environment
“Real world labs” are difficult to operate!
Complex “ecosystem”
o And testbeds are difficult to use
“Domain science” is rapidly evolving
Open source is great, but not necessarily mature
Inherently cross-disciplinary
“Stakeholders” have different interests, needs and skill levels
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Thank youl!
#>POWDER

Powder (the Platform for Open Wireless Data-driven Experimental Research) is flexible
infrastructure enabling a wide range of software-defined experiments on the future of
wireless networks.

Powder supports software-programmable experimentation on 5G and beyond, massive
MIMO, ORAN, spectrum sharing and CBRS, RF monitoring, and anything else that can be
supported on software-defined radios.

RS b
Request an Account Supported By Hﬁm‘ @

powderwireless.net
powder-contact@powderwireless.net

Hﬁ‘ Platforms for Advanced TH Eu @ RICE
@ Wireless Research UNIVERSITY

= OF UTAH

=
Washington
University
inSt.Louis


https://powderwireless.net/
mailto:powder-contact@powderwireless.net
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