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SWITCH ELEMENT CAPACITIES IN ACCESS AREA DIGITAL SWITCHING SYSTEMS
R.F. Linfield and M. Nesenbergs*

The capacity of a digital circuit switching system is defined
in terms of its four major elements: the traffic offered by the
interface element, the maximum traffic carried by the switch
matrix, the maximum number of call attempts handled by the
control processor, and the maximum number of calls handled by
the signaling elements. These element capacities may be
engineered for the expected traffic (e.g., call attempts and
holding times), the performance objectives (e.g., blocking
probabilities and tolerable delays), the processor capabilities
(e.g., speeds, memory sizes, service features), and the
signaling techniques (e.g., common channel or per-channel
signaling).

In a properly engineered system, the interrelations between
the capacity of all elements should be considered. This report
discusses such interrelationships and characterizes representa-
tive switch configurations on the basis of the four major elements.
The results obtained have applications in developing non-tactical
networks for military access areas where the communications
profile is known. This is demonstrated for Ft. Monmouth and its
environs. Estimates of traffic statistics and switching require-
ments are made with the aid of available Ft. Monmouth terminal
density profiles.

1. OBJECTIVE AND SCOPE

The Institute for Telecommunication Sciences (ITS) has been conducting a
series of studies on access area communications for the U.S. Army Communica-
tions Systems Agency (CSA). The purpose of these studies is to assist the
Army in its competitive concept evaluations and procurement efforts for
upgrading non-tactical networks in the military access areas. This is to be
accomplished by providing CSA, plus other Army or DoD organizations, with
needed information on the state-of-the-art capabilities of switching,
signaling and distribution systems.

Previous efforts conducted by the Institute and reported earlier include
studies of cost alternatives for local digital distribution systems, pre-

*The authors are with the Institute for Telecommunication Sciences, National
Telecommunications and Information Administration, U.S. Dept. of Commerce,
Boulder, CO 80303.




liminary switch hub evaluations, digital switching concepts, and control
signaling techniques. The study reported here extends the previous work on
switching concepts to include a realistic assessment of switch system capac-
ities. Particular emphasis is placed on the processor capabilities in stored
program controlled (SPC) systems.

Digital switches with stored program control, and especially when aug-
mented with digital transmission facilities, provide new service features and
system functions to the user. It appears that this digital technology can,
at the same time, permit reductions in space, power, and eventually,
operating and maintenance costs.

The application of digital technology to military access area posts,
camps and stations further extends the digitization process from the Defense
Communication System (DCS) Tong-haul backbone to the local level. This helps
resolve many otherwise complex interface issues.

Figure 1 is a simplified deployment diagram which illustrates how
centralized switching hubs in the access area provide gateways to the DCS
network and to commercial common carrier networks. The central hubs also
provide all required Tocal access area telecommunication services. Remote
hubs, PABX's, multiplexers, or concentrators located at terminal cluster
points assist the central hub in these services.

This report defines the parameters which determine the capacity of
modern switching systems (Sec. 2). Existing commercial switching systems are
used to exemplify the characteristics of representative switches (Sec. 3).
Numerical parameter values are developed for a range of switch sizes. These
are chosen to have application in the military access area (Sec. 4). Tele-
traffic engineering concepts are introduced in Section 5. The results are
applied to a specific military complex whose communications profile has been
previously determined (Sec. 6). The concluding paragraphs outline additional
key studies which are necessary to specify the digital switching system for
the access area (Sec. 7).
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2. "SWITCHING CONCEPTS AND DEFINITIONS

A switch is a device used to interconnect two or more circuits or to
store, process, and forward telecommunications traffic. In a telecommuni-
cations network, switching permits more economic sharing of transmission
facilities between switching centers and stations on a periodic or demand
basis. Switches are used either to configure the transmission paths through
a network or to provide temporary access to the network on a potential
message delay basis. In the first case, termimals are connected in real
time. They are said to be circuit switched. In the second case, one has
store-and-forward switching. It imposes a prospective penalty of potential
service delays in order to use transmission facilities more efficiently.

The major elements of a network switch are depicted in Figure 2. The
four basic elements and their primary functions are:

1. The interface element, which matches the switch to the transmission

facilities (lines to termina]s;‘trunks to other switches) or to
other network resources (signaling channels, service circuits).
2. The configuration or access element, which can change its state in

space, time or frequency, depending on control instructions.
3. The control element, which makes decisions and activates changes.

4, The signaling element, for sending and receiving control messages.

Switches can be implemented in numerous ways using a variety of tech-
nologies for each element. In some éonfigurations, the functions performed
by separate elements may overlap. The type of switch selected for a
particular application depends on the nature of traffic it must handle and
the transmission environment in which it must operate.

In the following subsections the technologies available to the four
basic elements are defined. The evolution of switching from manually
controlled switches to electronic switches with stored program control is
reviewed. Criteria for selecting a certain type of switch for a given
application are discussed. Finally, the call processing functions performed
by each element of a circuit switch are summarized.

These introductory concepts and definitions serve as the basis for
characterizing modern, commercially available, circuit switches.
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Figure 2. The four basic elements of a telecommunications
network switch.




2.1. Switching System Classification

Telecommunication switch systems today fall into two basic classifica-
tions -- circuit switches and store-and-forward switches (see Fig. 3).
Circuit switches have been used for switching telephone networks for nearly
one hundred years. Circuit switches generally involve bidirectional informa-
tion transfer with essentially no delay. Store-and-forward switches, in
contrast, involve unidirectional information transfer that may be delayed.
An early form of store-and-forward switch was the torn-tape message center.
Today high-speed computers with mass memories perform the message reception,
processing, storage and forwarding functions.

Circuit switches are normally distinguished by the techno]ogies used in
two of the basic elements, the switching matrix and the control.

Store-and-forward switches are typically categorized by the method used
to format the message (e.g., length and header). The format affects the
delay in the network. Distinguishing aspects of both types are discussed in
the following subsections.
2.1.1. Circuit Switch Technology

The switching matrix in a circuit switch may be either analog or
digital, as indicated in Figure 3. The analog and digital matrices may be
subdivided further into either space-divided (SD), time-divided (TD), or
frequency-divided (FD) networks. One talks accordingly of space-division,
time division, or frequency division circuit switch technologies. These
switching matrices are used to establish a direct connection between com-
munication terminals.

A space-division matrix provides a physical connection between two or
more circuits via a unique series of spatial points, at a given time. Time-
division and frequency-division matrices provide this connection through
equivalent unique points in time or in frequency.

Analog space-division switches have been commonly used in the past.
Today, the trend is toward digital time-division switches. Frequency-
division switches are rarely used.

In analog circuit switches, information is represented in analog form.
For instance, voice signals may be modulated on carriers. Digital circuit
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Figure 3. Switch technology classification.




switches route information in digital form. When digital switches are used
in telephony, some form of voice digitization process (VDP) is required.
Analog voice signa]s are sampled and converted to binary words. Various
means of conversion are used, the most common being pulse code modulation
(PCM). Subject to memory compatibilities, the binary words from many sources
are interlaced seria1]y onto a common highway or bus with the aid of a time-

division multiplexer (TDM) or a concentrator. Switching is accomplished by
) interchanging the time slots on the bus. This time slot interchanging (TSI)
process may be combined with a space-divided network. The advantage of a
joint spatial and time gating technique between buses is to provide parallel
sets of avai]ab]e time slots. There are many possible combinations of time
ahd space division switching stages. "~ Examples of some analog and digital
switch configurations are shown in Figures 4 and 5.

~In general, the analog switches use Tinear crosspoints in the matrix.

An exception occurs when an analog signal is converted to pulse width or
pulse time modulation. No confusion results if these are still considered
analog switches.

The digital switch configurations shown in Figure 5 employ non-Tlinear
circuit elements.” Binary bit streams could, of course, be -switched by a
Tinear crosspoint. However, conventional analog signals and pulse amplitude
modulated signals cannot be switched using non-linear devices.’

It is feasible to combine analog and digital technologies in a single
switch. An example of such merged technology switch is the tactical switch
being developed by the Joint Tactical Program Office known as TRI-TAC. This
switch, designated the AN/TTC-39, uses electronic crosspoihts in a space-
divided matrix to handle analog terminations, and a time-divided matrix to
handle digital terminations. Continuously variable slope delta (CVSD)
modulation is used for the VDP between the two matrices. A simplified block
diagram of the AN/TTC-39 merged technology switch is shown in Figure‘6.

One aspect of switch classification which is not included in Figure 3 is
the coexistence of two-wire and four-wire switching. A telephone connection
can carry voice signals in both directions simultaneously over one pair of
wires. This is normal practice between a telephone and a circuit switch.
Switching is often, but not always, accomplished by using bidirectional
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crosspoints. Cost and return-loss considerations affect the crosspoint
selection. In an analog carrier system using frequency-division multiplexing
(FDM) and digital carrier using time-division multiplexing (TDM), however,
the two directions of transmission must be separated because amplifiers,
modulators, codecs, etc., are inherently unidirectional devices. Thus within
the matrix, each direction of transmission and the switching requires two
pairs of wires. This four-wire transmission and switching loop can be extended
to the subscribers' terminals for digital voice and data transmission. There
are possibilities of easier encryption. The four-wire switching matrix has

~ the advantage of infinite return loss. It minimizes echo and singing
problems at the switching point. Digital switches considered in this report
are assumed to perform four-wire switching. "Four-wire" operation implies
full duplex operation with separate time-slots in the time-divided networks.
2.1.2. Control Technology

There are a variety of techniques used to control a circuit switch. The
techniques depend on the functions to be performed and the matrix configura-
" tion. Figure 7 shows the various control technologies employed by circuit
switching systems and the approximate year each technology was introduced.

Early circuit switches were analog in nature and used space-division
matrices to interconnect transmission facilities. These switches started
with manually controlled switchboards that used plugs and jacks. They
evolved into electromechanical step-by-step switches with direct control,

* panel switches with indirect control, and crossbar switches with common
relay-type control. Gas tubes and magnetic-reed relays were also used for
crosspoints. In the late 1950's, electronic switches were introduced.
Electronic gates were implemented mostly with semiconductor devices. They
replaced not only the metallic crosspoints of the space?divided matrix, but
also the wired circuitry of the common control Togic. As switching systems
increased in size and new service features and system functions were'added,
many of these wired logic control functions were replaced with software
routines stored in the memory of a central processor.

Large scale integrated circuit developments have made it practical to
use wired or permanently stored program logic which resides in read-only
memories (ROM). This so-called firmware cannot be changed easily. It also

12
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does not require continuous power. Sometimes the entire control logic may be
wired program logic (WPL) in this form. This class of control is known as a
distributed logic system. Other systems may use combinations of wired
program logic and stored program control (SPC) logic which is in the form of
software. Software may be electronically stored in random or structured
access memories (RAM). The contents of RAM's are easily changed. Usually,
programs are loaded into the RAM from an external magnetic tape or disk.

This type of software requires reloading after power failures. An example of
this type of WPL and SPC system is the action translator. In the trade, the
term action translator is synonymous with stored program translator. It
refers to memory devices that perform a specialized table look-up function.
That functioh serves to control only the sequence of call actions (Joel,
1977).

Stored program controlled systems employ a variety of system archi-
‘.féctures The RAM may be associated with a single processor, with multi-
processors or several processors.

A more detailed discussion of the evo]ut1on of circuit switches and
their control is given by Joel (1977) and Leaky (1977).

2.1.3. Store-and-Forward Switches |

Unlike circuit switches, storeQand-forward switches do not require a
switching matrix for establishing a connection. Instead, the information
(e.g., digital data) to be transferred is stored in a memory device until the
network is ready for transmission. There are two basic types of store-and-
forward switches -- message and packet (see Fig. 3). Message switches are
designed to handle blocks of digital data. The block size may be variable
within some maximum bound. Each block is usually headed by its own destina-
tion address. The message switch stores the first block. The block is
forwarded towards the destination address when a suitable transmission
facility becomes available. Thus, the message block can be delayed by
varying amounts that depend on the available channels and their topology.
Delay times often range from minutes to hours. The storage facilities are
used in Tieu of more costly transmission facilities.

Store-and-forward packet switches are similar to message switches
‘except each individually addressed block is 1limited to short sequences of

14




information bits called packets. The packet size is usua]iy fixed. A
typical length is of the order of 1000 bits. The packet consists of infofma-
tion bits and the header which contains source, destination, type, priority
and other transmission information. No long-term storage is required in a
packet switch. Packets are held only for short periods and are sent individ-
ually toward their destination as rapidly as possible. Alternate routes may
be used for individual packets in a sequence of packets. Delay times vary
due to the alternate routing but are typically less than one hundred milli-
"seconds. Packets may be lost in transit or even discarded if storage facili-
ties are exceeded. In these cases, retransmission is normally requested.

Store-and-forward switches may process digital data which resides in
storage or as it flows through the switch. Communication processing functions
include code and speed conversion, that make the switch compatible with a
variety of terminals. Processing méy also include other functions, such as
error detection and correction, which assist in the transmission of informa-
tion. The amount of processing provided depends to some extent on the users'
requirements and the user interface. Three types of interfaces have been
defined by Roberts (1977) for packet switched networks. They are: the -
datagram interface, the virtual circuit interface, and the terminal emulation
interface. _

In many instances, the user can select the interface of his choice. The
service features provided to the user by these interfaces are functions of
the amount of processing provided. The datagram interface requires the least
amount of processing. Datagram terminals, not the interface, are respdnsib]e
for detecting duplicate and lost packets, for requesting retransmissions, for
sequencing packets, and for overall flow control through the network. With
virtual circuit terminals, the switch interface provides most of these func-
tions. However, some functions, such as flow control, are still the respon-
sibility of the host computer or its front end processor. In the terminal
emulation interface, all of the functions are the responsibility of the
packet switching network. Almost any type of host computer is therefore
directly compatible with any communications process.

The basic building blocks of a circuit switch and a store-and-forward
switch are compared in Figure 8. The control logic for both switches is a
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stored program in the memory of a digital computer or processor. The circuit
- switch employs a time or space divided switching matrix whereas the store-
and-forward switch,ehp]oys mass storage facilities to hold information prior
to forwarding; The control signaling information is included as overhead on
each message or packet and is not shown as a separate element in Figure 8.

2.2. Interfacing and Signaling

In the previous section, it was shown how switches may be classified in
terms of the téchno]ogy used for the switching matrix and‘the control. In
addition, the switch may be sized in terms of the number of ports or termina-
tions it presents to the outside world. The interface between the switchihg~
matrix and the transmission facilities determine this size. In a digital
ciréuit switch, the interface may be the principal element which determinés
the probability that a connection is blocked; i.e., the grade of service.
These aspects of the interface are discussed in Section 4 and in Section 5.

In any given telecommunications network, the user terminals and the
transmission facilities, as well as the switch, may be analog or digital.
The interface at a given type of switch must provide the match to the trans-
mission environment in which the switch operates. Figure 9 illustrates
various combinations employed to interface a given analog or digital terminal
to its particular local, either analog or digital switch, via analog or
digital transmission facilities. A1l the paths between terminals and switches
are considered bidirectional in Figure 9; i.e., terminal-to-switch follows
~ same path back to terminal. ( |

~ Caution -- to avoid misunderstanding, Figdre 9 is to be interpreted

literally, and in the following specific way only. The figure applies to a
given unique terminal and its equally unique switch. Thus, if the terminal
in question is analog and the end office switch is also analog, one uses the
upper left part, (a), of Figure 9. There are two ways for this terminal to
interface with its switch, namely, via analog or digital transmissions.
Either one or the other, but not both, paths are permitted in the figure.

Tracing of loops is thus not to be done in Figure 9.

If the anaiog terminal is served by a digital switch, the same two
transmission options exist, provided that CODEC's are located at the appropri-
ate ends of the path.
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If the terminal in question is digital, one turns to part (b) of the
figure. Depending on the nature of the switch, either analog or digital,
there are only two ways of placing the MODEM's to suit the two options for
transmission facilities.

Analog signals must be A/D converted (coded) to be transmitted or
switched in digital form. Likewise, they must be D/A converted (decoded)
upon reception. This coding-decoding process is performed by the codecs
shown in Figure 9(a).

Digital signals may modulate carriers to be transmitted or switched in
analog (sometimes alluded to as quasi-analog) form and demodulated when
received. This modulation-demodulation process is performed by the modems
shown in Figure 9(b).

A given switch can operate in a dual environment using appropriate
modems and codecs at the interface. A digital circuit switch with separate
interfaces for digital and analog Tines or trunks is described in Section 2.4.

The interface matches the transmission facilities to the switching
element. It also provides the means for remoting the control element by
means -of the éigna]ing element.

Signaling in telephony involves the exchange of electrical information
(other than speech) which is specifica]]y concerned with establishing,
maintaining, and disengaging the connections. Signaling is also used to
manage the network, to control the flow of traffic, monitor status and
. assess performance. Signaling systems provide the control information
required to operate switches and terminals, ensure efficient and reliable
transmission, and overall network administration. Table 1 lists several
basic functions performed by the control signaling system. ,

The signaling required to remotely control a circuit switch is sometimes
related to the interface. This occurs when user information and control
information share the same transmission channel. When separate channels are
dedicated for signaling, a separate interface is required. Signals may be
transferred between terminals and switches (station signaling) and between
switching points (interswitch signaling) using different technologies and
modes of operation. Figure 10 provides a breakdown of the major signaling
technologies used in circuit switched networks.
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Table 1. Functions Perf&%med by Various Types of Control Signals

Terminal Control Signals
o Attending
0 Addressing

o Alerting
o Supervision

Switch Control Signals

0 Registration

o Translation

o Path Searching and Selection
o Routing

Transmission Control Signals

o Synchronizing
o Error Detecting
o Testing

Network Management

o Flow Control

o Status Monitoring

o Performance Assessment
o Reconfiguring

0 Recording
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The control information inputs to the control element are, in most
cases, generated by a process known as scanning. Outputs from the control
element are dispersed by the distribution process. Distribution and scanning
may be performed at the interface where signaling is accomplished on a per-
channel basis. For common channel signaling and in store-and-forward switched
netwbrks, these functions are performed by the control processor itself.

Control signaling in a military switching environment is described in
detail by Linfield (1979).

2.3. Switch Selection Criteria

The criteria for selecting the switch type for any given application is
largely dependent on the nature of user terminals and their traffic demands.
Terminals may have wide disparities in traffic rates, transaction sizes,
delivery times and specific performance, such as synchronization, requirements.
The transmission rates may vary from 100 bits per second for te]etypewriters‘
to megabits per second for wideband video and graphics. Transaction sizes
range from less than 10 bits for character-oriented interactive codes to
several megabits for bulk data transfers. Delivery time characteristics vary
from continuous real time to intermittent data. Acceptable delays could be
on the order of milliseconds, or minutes to hours for interruptable bulk
data.

Different switch technologies may fit different kinds of traffic. The
circuit switch is inherently a 2-way transparent switch and is ideal for
handling continuous traffic with Tong holding times, such as on the order of
one minute or longer. Circuit switches provide real-time connections between
-compatible terminals such as the telephone. Blocking due to congestion in
~ the switch, or elsewhere, may occur.

The message switch is inherently one-way and is essentially non-
blocking. Relatively long delivery delays may be encountered. Message
switches are therefore suitable for handling terminals that generate inter-
ruptable types of traffic, such as facsimile or teletype. Terminals need not
be compatible, since code, mode and speed conversion can be accomplished at
the switch. The packet switch is well suited to handle interactive traffic
that comes in short bursts. Such data flow is generated by the query and
response interactions between host .computers and their termiﬁa]s.
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Figure 11 summarizes the traffic types and the switch applications in
terms of desirable network properties (Kleinrock, 1976a). The three sides of
the triangle in this figure represent a network property which the user
desires. These desirable properties are high reliability, large throughput
and short delay.

At each apex of the triangle, any two desired properties can be achieved
by neglecting (and in most cases, counteracting) the third property. Thus
continuous real-time traffip,ih the Tower right corner requires large through-
put with low delay, but does not typicaily require high reliability. This is
the situation for digital voice networks and can be handled by a circuit
switch. Ihterruptab]e traffic, such as file transfer, appears at the peak of
the triangle. This requires large throughput and high reliability, but can
be delivered with long delay. The message switch is suited for handling this
interruptable traffic.

It may, in the future, be feasible to combine the functions of all three
types of switches into a hybrid switch capable of adapting to the different
~kinds of traffic. One such approach is described by Ross and his colleagues
(1977), whereby circuit and packet switching are combined to integrate voice
and data networks. A packetized virtual circuit for integrating voice and
data on a packet switched network is also described by Forgie and Nemeth
(1977). Usually, these integrated approaches sacrifice certain desirable
properties for some classes of traffic. Gitman et al. (1977) discuss some of
the issues involved in hybrid switching. )

In the remainder of this report, emphasis is placed on digital circuit
switches with stored program control. Functions performed by each basic
element of the digital circuit switch are defined in the next subsections.

2.4. A Digital Circuit Switch and its Call Processing Functions
The basic elements of a digital circuit switch are shown by the block
diagram in Figure 12. A detailed discussion of this switch configuration is
given by Linfield and Nesenbergs (1978). The line/trunk interface provides
the terminations for subscribers loops from station apparatus and for trunking
to other switches. Analog terminations are converted to digital signals by
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A/D and D/A converters (codecs). Multiplexing or concentration may also
occur at this point. The line interface also provides battery feed, over-
voltage protection, ring access, supervision, clocking or codec functions,
2-wire to 4-wire hybrid connections, and test access, otherwise known as
BORSCHT.

Interfaces for both analog and digital lines and trunks are shown in the
figure. It is apparent from this figure that remoting the interface is quite
feasible. Furthermore, the analog-to-digital conversion could be incorporated
into the station apparatus with the multiplexer/ concentrator either remoted
or colocated with the switch. Digital Secure Voice Terminals (DSVT) are
feasible by adding encryption and decryption equipment to each terminal.

The interface also provides access for control signaling to the trans-
mission facilities when signaling is provided on a per-channel basis. Such a
signaling technique is assumed in the diagrammed system. Common channel
interswitch signaling is also used. This would be indicated by a separate
interface to a dedicated signaling channel. In Figure 12 the common signaling
channel is shown as a dotted Tline.

Signaling equipment sends and receives information for controling the
switch from remote terminals or from other switching points. This includes
supervisory signals which indicate Tine and trunk status, address information,
call progress. tones, network management, and maintenance or administrative
information.

The control unit interprets the signaling information, makes decisions,
selects paths, and makes the connection via the switching matrix. The matrix
shown in Figure 12 is a time-space-time matrix consisting of short memory
devices to perform time slot interchanges and digital Togic gates to inter-
connect the time-divided highways.

The call processing functions performed by major elements of the circuit
switch are summarized in Table 2. For each element, the pertinent fﬁnctions
are divided into three categories as follows.

Per-line functions: required on a continuous basis.

Per-call functions: required only during the information transfer

time.

Per-setup functions: required only during access and disengagement

times.
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Table 2. Call Processing Functions

Performed by Circuit Switch Elements

(Dial Tone,
Ringing, Busy
etc.)

Routing

Busy Test

Establish Connection
Release Connection

Signaling Control Unit Switching Matrix Interface
“»
o 2 3| Attending Input Scanning Battery Feed
S22 ] (Service Request Overload
< 05| Detection) Protection
5SS Hybrid
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Administrative and maintenance types of overhead functions which are not
on-line traffic related, but which are performed by the processor when no
calls are being processed, are not included in the table.

It is apparent that the control unit is required for call processing
primarily during the initial call setup and subsequent disengagement conditions.
One exception to this rule is the signal scanning procesé, which runs contin-
uously, whenever per-line and per-trunk signaling equipment is used.

3. CHARACTERISTICS OF EXISTING CIRCUIT SWITCHES

Summary tabulations of the characteristics of someféommercial type
switches are given in Tables 3 and 4]. Specific values for many switches can
be found in the literature or obtained from switch manufacturers. A review
of several switching products is given by Pitroda (1977).

~ Toll, tandem and end office switch characteristics are summarized in
Table 3. These exemplify only a few of the large range of sizes available in
this category. More recently several switches have been developed which
serve dual roles, e.g., toll and tandem or tandem and end office.

The PABX characteristics in Table 4 represent only a few of the kinds
and sizes avai]ab]e today. Some switches are modular in design and one basic
switch can be used to meet severai sizing requirements.

The characteristics for two military type switches are tabulated in more
detail in Tables 5 and 6. The TTC-38 is an example of tactical switching
equipment being fielded today. The TTC-39 is a digital and analog circuit
switch which, 1ike the TTC-38, is a shelter-housed, tactical, automatic
telephone control office. This switch is being developed for use in the
early 1980's. Both switches are designed to meet the requirements for surviv-
ability, mobility, and other military environmental factors.

Some items in Tables 5 and 6 are left blank due to lack of information.

In subsequent sections, we indicate how the various switch parameters
are related. Given certain switch characteristics others can be obtained
from these relationships. .

]The values given in these tables are representative of typical switches
found in a given size range. The nominal values for capacity are composites
of several switches of similar size.
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Table 3.

Typical Switch Characteristics for Toll, Tandem and End Offices

Switch plication |
Element

Very Large Toll

Large Tandem

Large End Office

Small End Office

Interface o
Terminations 100K T* 60K T 65K L** 1500 L
A/D 64 kb/s PCM 64 kb/s PCM 64 kb/s PCM 64 kb/s PCM
Switching Matrix
Technology Digital Digital Analog Digital
Cross Points Time and Space Time and Space Time and Space Time
Carried Load (E) 50K 15K 5K 400
Signaling v
Lines -- , -- DC pulse, DTMF DC pulse, DTMF
Trunks Common channel (CC) cc MF or CC MF or CC
Control
Technology SPC SPC SPC SPC
Architecture Centralized Centralized Centralized Centralized
~ Capacity (BHCA) 500K 350K 100K 10K
" Processor Custom Custom ~ Custom Microprocessor
Word Length (Bits) 26 32 44 16
Storage (Bytes) 500K 250K
*T = Trunks
**_ = Lines
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Table 4. PABX Switch Characteristics
Switgh

Switch S1z& | yepy Large Large Medium Small

Element

Interface ‘ .
Terminations 7500 (L+T) 2400 L, 600 T 1000 L, 250 T 130L, 30T
A/D 64 kb/s PCM 64 kb/s PCM 64 kb/s PCM 64 kb/s PCM

Switching Matrix
Technology Digital Digital Digital Digital
Cross Points Time-Space Time Time-Space-Time Time
Load (Erlangs) | 5K 1500 250 45

Signaling
Lines DC Pulse, DTMF DC Pulse, DTMF DC Pulse, DTMF DC Pulse, DTMF
Trunks MF MF MF MF

‘ControT
Technology SPC SPC SPC SPC
Architecture { Centralized Decentralized Decentralized Decentralized
Capacity (BHCA) | 25K 18K 9K 1.5K
Processor Custom mini Microprocessors Microprocessor Microprocessor
Word Length 17 bits 10 bits 8 bits 10 bits
Storage (Bytes) | 200K 340K 500K 140K




Table 5. AN/TTC-38 Switching System Characteristics

General
Model
Introduced

Application

Interface

Min. Terminations
Max. Terminations
Load/Line (Erlangs)
Adapter

Multiplexer/Concentrator:

Signaling
Lines

Trunks

Switch/Matrix

Technology
Crosspoints

Carried Load (Erlangs)

Control
Technology
Architecture

Max. Capacity (BHCA)

AN/TTC-38
1975
Tandem/End office (Tactical)

320
640

2- or 4-wire

SF/DC supervision, DC pulse or DTMF addressing

SF/DC supervision, DC pulse or DTMF addressing

Analog space division, 4 stage
PNPN diodes (see note 1)
180

SPC

Central

2700 (600 lines)
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Processor(s)

Number and Type
Number of Registers
Word Length (Bits)

Instruction Length (Bits):

Data Bus (Bits)
Address Bus (Bits)
Clock Rate (MHz)
Cycle Time (us)
Access Time (us)
Storage

o Semipermanent

o Permanent

o Off-line
Instruction Set
Call Processing Inst.
Maint. & Adm. Inst.
Peripherals

Notes

Table 5 (cont.)

GTE Custom (See note 2)

24
24+1 parity

12.5 MHz

5.6

5.6

Ferrite Core

65K (48K implemented)

Paper tape

47K

Remote page printer

1. Crosspoints 12 channel groups level FDM, 4-wire wideband (80 kHz

channel) information.

2. A second processor/memory unit provides backup.

Transfer interrupt

period is approximately 100 ms.
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Table 6.

General
Model
Introduced

Application

Interface
Min. Terminations

Max. Terminations

Load/Line (Erlangs)

Digitizer

AN/TTC-39 Switching System Characteristics

AN/TTC-39
1982 (tentative)

Tandem/End Office

150
660 (with speci%ied mix of analog and digital
switches)
:0.30
CVSD @16 0r\32 kb/s

Multiplexer/Concentrator:

Signaling
Lines

Trunks

Switch/Matrix

Technology

Crosspoints

DC pulse or DTMF addressing plus others

SF/DC supervision, MF addressing plus others

Digital and analog

Time divided and space divided

Carried Load (Erlangs) : 181 (600 lines)

Control

Technology SPC
Architecture Centralized

Max. Capacity (BHCA) : 3300 (600 1ines)
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Processor(s)

Number and Type

Number of Registers

Word Length (Bits)
Instruction Length (Bits):
Data Bus (Bits)
Address Bus (Bits)
Clock Rate (MHz)
Cycle Time (us)
Access Time (us)
Storage (words)

o Semipermanent

0 Pérmanent

o 0ff-line
Instruction Set

Call Processing Inst.
Maint. & Adm. Inst.
Peripherals

Notes

Table 6 (cont.)

Litton L3050
Optional

32

32

32

32 (15 used)

16

100

2.5 @memmww)
Core 3M (typical), 131K (min.)
Yes

: Yes

Magnetic tape

100

195K

30K

TTY keyboard, CRT, mag. tape
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Service features, special system functions, physical characteristics,
cost, and performance data are not included in the tables. There are simply
so many options available that listing them is prohibitive. Also, some of
these characteristics either do not affect the system capacity or are only
indirectly related. Those service features and system functions that do
affect capacity are discussed in Section 4.

4. FACTORS LIMITING CIRCUIT SWITCH CAPACITY

No single parameter has been found adequate to define the total capacity
of a switch. Individual capacities must be defined for individual switch
elements. The maximum capacity of a given switch may well vary, depending on
the environment in which it is operated.

Table 7 1ists the major factors which affect the switch parameters. It
is assumed for this table that the circuit switching matrix is controlled by
a processor with a stored program. The matrix and the interface may both be
analog or digital, and each be blocking or non-blocking. Station signaling
(i.e., control signaling to and from a subscriber terminal) may be in-band or
on a separate channel. Trunk signaling may be on a common channel or per-
trunk basis.

The capacity of each switch element may be viewed in different ways
depending on the element's function. Thus the termination capacity (number
of lines and trunks) is interface and concentrator related. The call attempts
capacity is control and signaling related. The load or traffic intensity
capacity is concentrator and switching matrix related. Storage buffers and
routing plans also affect capacity. Inadequacy of any element can limit the
capacity of the total system. The ultimate capacity of the system is also
related to performance. The technology and architecture used in an element,
as well as between elements, may 1imit the speed of service due to intolerable
delays or they may limit the grade of service due to blocking. A balance
between time-shared equipment from a common pool and the per-line equipment
requires knowledge about the traffic offered, traffic carried, and performance
desired.

For example, the control processor must spend a certain amount of time
on each call attempt. It also must perform certain administrative and main-
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Table 7. Some Factors Limiting the Capacity of Circuit Switch ETements

Interface Element

Access Ports

Concentrator

Switching
Matrix
Element

Common
Control
Element

Control
Signaling
Element

Parameter Terminations - Traffic Load Traffic Load Arrival Rate Arrival Rate
Defining Carried Carried
Capacity
Units Number of Lines -| Erlangs Erlangs Attempts/Hour Attempts/Hour’
’ and Trunks :
System Area Served Traffic Offered | Architecture Architecture Technique Format
Factors Subscriber Concentration Availability Call Type Mix Operating Mode
Density Ratio Ratio of Line to | Program . .
. . . Trunk Traffic Structure Signaling Rate
Factors Calling Habits Ratio of Local Message Length
Determining Features and to Digtant Ho]ding‘Time Flow Controls g B
gax1mg$ Functions Traffic Constraints speed of Logic
apacity Offered Number of .
Multidrop Lines Memory Size

Access Time

Peaking Margin

Service Features
Performance Probability of Probability of Probability of Acceptable Acceptable
Limiting Blocking Blocking Blocking Average Delay Average Delay
Factors Necess Time (If Blocked) (If Blocked)

Disconnect Time

Error Rate




tenance functions which are not traffic related. As the number of connection
attempts increases, the processor may become fully occupied. Additional
" calls then face connection delays that may or may not increase beyond accept-
able 1imits. The processors' real-time capabilities thus limit the system
capacity. This control capacity could be increased by increasing logic
speed, lowering memory access time or by even reorganizing the software
access structure. |

Certain processing functions could be reassigned by changing the control
architecture or by adding parallel equipments.

In the following subsections the switching element impacts on total
system capacity are discussed.

4.1. Traffic Offered to the Interface

The proper design of a circuit switch requires knowledge of the expected
traffic which the switch must handle. This traffic is characterized by the
call arrival rate and the holding time statistics for the offered load, as
well as the corresponding served call statistics for the actual carried load.

For a Tline that terminates at an interface, the incoming calls tend to
occur randomly and vary in length. The arrival rate (A) per unit time may be
specified as the average number of busy hour call attempts (BHCA)Z. The
holding time (t) is the average call duration.

These averaged parameters, A and T, determine the traffic intensity.
Traffic intensity or offered load is the amount of traffic in a path or group
of paths per unit time. It is higher than the actual carried load. The
traffic carried over a single subscribers line is indicated in Figure 13.

For long averaging periods, T, the unexpired calls occurring at the beginning
and end of the averaging time have a negligible effect. Then the following
definitions apply.
t]+t2+t3+t4+...tn

n

Average holding time, T =

2The BHCA is often determined by averaging busy hours of traffic data from
20 days during a busy season. Day-to-day and hourly variations may be
accounted for by adding a safety margin to the systems' capacity.
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Average attempt per unit time A = n/T

. t]+t2+t3+...tn

T -

Average traffic intensity A = At

These are for the load carried by the lines and offered to the switch. The

international unit of traffic intensity3

is the Erlang (E), a dimensionless
quantity. One Erlang of traffic intensity on one line implies a continuous
occupancy of that line. Therefore,

1 = |} call hour/hour -

In North America, fraffic intensity is usually expressed in terms of

T call sec/sec.

hundred call seconds per hour and abbreviated as cts, with the per hour
implied and not stated. Erlangs and ccs (per hour) are related as follows
1E = 36 ccs.

The traffic intensity offered per line as a function of call attempts
per hour and holding time per call is illustrated by the lines in Figure 14.
The maximum intensity carried by any line cannot exceed one Erlang.

The actual traffic intensity is a function of the subscribers calling
habits. These habits may range from a few calls per day to several per hour.
Holding times may range from less than a minute to an hour or, in rare
instances, more than an hour. Variations in subscriber calling habits also
occur. These variations depend on time of day, day of the week, season of
the year, subscriber location (business versus residential), and other factors.
In summary, the traffic intensity may vary from 0.01 Erlangs/line for resi-
dential subscribers to greater than 0.5 Erlangs/ line for some business
subscribers. Trunk traffic may approach fd]] occupancy at times.

The average busy hour load for a subscriber's line is typically about
0.1 E or 3.6 ccs. From Figure 14 this 0.1 E is found to correspond to one 6-
minute call per hour, two 3-minute calls per hour, or six 1-minute calls per
hour.

3The terms "traffic intensity" and "traffic load" are used interchangeably
in this report and mean the quantity of traffic in one or more paths per
unit of time.
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The shaded areas in Figure 15 indicate the approximate operating ranges
for Tine and trunk traffic for a typical circuit switched network. There
are, of course, overlaps between these two kinds of traffic.

Interactive traffic and bulk traffic operating ranges are also indicated
on this figure. Again there may be considerable overlap. The interactive
traffic occurs between data terminals that send and receive many messages
with very short durations. Bulk traffic includes file transfers. Here
connections are held for long periods of time, perhaps on the order of hours.
In both of these cases (interactive and bulk), the use of a circuit switched
network is uneconomical if they occur on a permanent daily basis. It is
often more practical to either lease dedicated circuits from a carrier or to
use different switching techniques.

4.2. Interface Multiplexing and Concentrating

One of the potential interface functions is multiplexing or concen-
tration. It was noted previously that the maximum traffic intensity offered
per subscriber's line cannot exceed one Erlang. Several lines can be multi-
plexed together onto a common transmission or trunking facility from a remote
cluster of terminals, or at the switch for switching purposes. Such a common
facility cannot carry a load in excess of 1 Erlang/trunk, although its offered
load need not be limited. ‘

The concentration entails blocking. However, the traffic intensity is
usually much less than one Erlang per terminal. Often it is less than
0.2 Erlangs. Since this traffic is generated randomly, and full availability
is desired, it is practical to use one or more concentration stages ahead of
the switching matrix. This permits a variety of arrangements of additional
lines to be switched at given times. The network is designed to provide an
acceptable blocking probability to the user. The concentration ratio used is
on the order of 2:1 to 6:1, depending on the number of lines in the group,
the traffic intensity per Tline, and the grade of service desired. Also, all
of the terminations to the switch may not be subscriber lines. Usually some
calls are connected to other switches via trunks. The ratio of intraswitch
calls to interswitch calls depends on the community of interest served by the
switch. Concentrators may be remoted to areas of high terminal density. The
remote concentration units (RCU) must be designed with an acceptable blocking
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probability. Their performance still is a function of the community of
interest in which they serve (see Sec. 5).

When traffic from a number of terminations is multiplexed together, the
traffic intensity in Erldngs on the multiplexed output equals the sum from
all input terminations. This is because the ordinary multiplexer allocates a
fixed channel to each and every termination. This allocation may be by wire
pairs in a cable (space division multiplexing), by frequencies in a channel
(frequency division multiplexing), or by time slots on a highway (tfme division
multiplexing). If the average traffic intensity per line is A, then the
multiplexed intensity is MA, where M is the number of input terminations.

When traffic from a number of terminations is concentrated, the maximum
traffic intensity at the concentrator output is less than or equal to the
number of input channels. Input channels are allocated dynamically by the
concentrator. Fewer output channels are required, since they are assigned as
needed. When all output channels are occupied, new arrivals are blocked.

For a fixed probability of blocking, the output capacity in Erlangs
decreases as the concentration (ratio of input to output channels) increases.
The effect due to different number of sources is indicated in Figure 16. The
curve in the figure shows the traffic intensity or capacity of 10 output
trunks in Erlangs, as a function of the number of input terminations. It is
assumed that on the average 1 in 100 distant calls is blocked and c]eared4.
It is seen, for example, that 50 Tines may offer 4.5 Erlangs of traffic to
the 10 channels with a PD=O.01 blocking probability. The average traffic
intensity per input line must therefore not exceed 4.5/50=0.09 Erlang for the
specified grade of service.

In a digital switching system, the line/trunk interface may include a
coder and decoder (codec) for analog inputs, and a time-division multiplexer
or concentrator, as shown previously in Figure 12. The output bus from the
concentrator or multiplexer may contain any number of time slots.

First level multiplexers, often used in North America, digitize speech
with a pulse code modulation (PCM) developed for T-carrier transmission
facilities. The codec samples the speech signal 8000 times each second and
encodes each sample with an 8-bit binary number. The resulting bit rate for

4Distant calls and distant call blocking probability, PD’ are defined in
Section 5.2 and in Appendix A.
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a speech channel is therefore 64 kb/s. Twenty-four channels are assembled
into a frame of 192 bits. One bit is added for frame synchronization, result-
ing in a transmission rate of 8000x193=1.544 Mb/s. Control signaling informa-
tion is transmitted by borkoWing the least significant bit from each channel
every sixth frame. The digital signal output from this 24-channel multiplexer
is known as a DS-1 signal. It can be transmitted over a T-1 carrier. A
second level multiplexer combines 96 digital voice signals into a 6.312 Mb/s,
DS-2, signal, which, is suited for T-2 carrier facilities.

In Europe, a somewhat different scheme has been standardized (see CCITT,
1977a). Thirty voice channels are digitized (PCM) and multiplexed using time
division techniques. Two more channels are used for signaling and synchro-
nizing, bringing the total to thirty-two 64 kb/s channels. The resulting
transmission rate is 2.048 Mb/s. '

Similar techniques can be used for concentration as for multiplexing.

The concentrator output may use either T-1, T-2, or other transmission
facilities. Digital repeaters may be required when concentrators are remoted
from the switch.

The curves drawn in Figure 17 show the offered traffic intensity per
line as a function of concentration rates for 4, 10, 24 and 96 channel outputs.
The Tlater two correspond to T-1 and T-2 type carriers. It is assumed that
blocked calls are cleared and the concentrator has a one-way blocking prob-
ability of 0.01. It is also assumed that each concentration stage has a low
community of interest; i.e., inputs are seldom, if ever, connected to other
inputs on the same concentrator.

A concentrator with 96 two-way input lines.and 24 two-way time-division
output channels has a concentration ratio of four. Referring to Figure 17,
it can be seen for this example that the aVerage traffic intensity per line
cannot exceed 0.2 Erlangs, or more than one out of a hundred call attempts
will be blocked. For connections involving two concentration stages, as is
often the case, the two-stage blocking probability is slightly less than the
sum of the two probabilities. If each has a probability of .01, the two-
stage blocking probability is roughly .02. |

When a concentration stage serves subscribers with a high common community
of interest, the blocking probability is different than that indicated in
Figure 17. This situation is discussed in Section 5.
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4.3. Traffic Circulation in the Switch Matrix

The digital switch depicted by the block diagram in Figure 12 incorporates
a T-S-T switching matrix. Any combination of lines and trunks can be ter-
minated at the interface and interconnected by the matrix. The matrix is
assumed to have full availability to all access channels. The purpose of
this section is to define the traffic handling capabilities or capacity of
the matrix. .

The total traffic entering and leaving the matrix during any given
period must be equal. Therefore thﬁAtota] traffic carried by the switch is

Ar=7=

where m is the total number of access ports on the matrix and A the average
traffic intensity per access port. For a 300 line switch and assuming
0.15 Erlangs/line, the maximum traffic carried is the offered load

§99§941§-= 22.5 Erlangs.

This assumes that all traffic is intraswitch traffic and none originates or
terminates on another switch via trunks.

When trunk traffic is included, the carried traffic may be differently
estimated. It depends on how the terminations are counted. For example,
assume that on the average each subscriber originates 5 calls per hour.
Furthermore, assume that 2 of the 5 calls are to other subscribers homed on
the same matrix (intraswitch calls), and 3 are to other subscribers homed on
a different switch (interswitch calls). During the hour, the same average
subscriber may receive 4 calls, 2 of which are intraswitch calls and 2 are
interswitch calls. Let the average holding time be one minute. Then the
average traffic intensity on that subscriber's line is as follows.

Originating Intraswitch calls :  0.033 Erlangs
Originating Interswitch calls : 0.050 Erlangs
Received Intraswitch calls :  0.033 Erlangs
Received Interswitch calls :  0.033 Erlangs

Total Intensity per line :  0.150 Erlangs

The traffic circulation in the switch matrix for this average subscriber
is shown in Figure 18.

If only the lines are counted in sizing the switch, then for a 300-1ine
matrix the total traffic carried is, as before, 22.5 Erlangs. When the trunk

47




517

SWITCH MATRIX

[ 0.05 —»— - 0.05 I
Per Line 0.033 . Per Trunk
Intensity 3 - > Intensity
(Erlangs) | 0.033 —= (Erlangs)
. 0.033 - -~ 0.033 J
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calls are included in the fixed line load, the carried traffic increases.
Thus it is seen, from Figure 18, that the actual traffic carried by the
switch is

300(0.05+0.033+0.033) = 35 Erlangs.
If all of the line's 0.15 Erlangs were through traffic, then the total
traffic carried by the switch would be 45 Erlangs. _

Figure 19a summarizes this example for all intraswitch, all interswitch,
and combined traffic conditions. In all three cases, the switching matrix
has 300 input lines and is considered non-blocking. Trunks are added as
required. -

~ When the total number of line and trunk terminations is constant, the
non-blocking switch matrix carries a fixed traffic intensity. This is shown
in Figure 20, where the total number of lines plus trunks is held constant at
300. The traffic intensity per line or trunk is 0.15 so the matrix capacity
is 22.5 Erlangs. v ) ‘

In actual practice, the number of trunks may be reduced considerably by
accepting some finite b]ockfng probability for interswitch calls. For
example, in Figure 19, the 15 Erlangs outgoing and 10 Erlangs of incoming
trunk traffic could be carried by 28 and 21 trunks, respectively, assuming
blocked calls cleared, full availability, and a trunk blocking probability of
0.001. | | '

A set of straight lines have been drawn in Figure 21 to relate the call
attempts per hour, per termination, to the number of originating terminations,
for different parametric values of éa]]ing rates or number of call attempts
per hour. The same relationship is shown by the curves in Figure 22, except
the calls per termination is used as the parameter. There is a reason for
using both parametric representations. It will be clarified shortly. One
additional relationship is needed: the total number of call attempts per
hour versus average holding time, and parametric in matrix capacity. This
relationship is shown in Figure 23. The total number of call attempts handled
by the switch depends on the common control element; i.e., on the processor's
capability. This is indicated by the ordinate of Figure 23. Constant proces-
sor capacities appear as horizontal Tlines across this figure.
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The interrelationships between calls per 1ine, number of lines (and
trunks), switch matrix load carrying capacity, and processor capacity are
developed in the next section.

4.4, Interrelationships Between Capacities of Switch Elements

Figures 14, 21, 22 and 23 can be combined into a single figure by match-
ing the common abscissa and ordinate scales. This composite, as shown in
Figure 24, is useful in evaluating various switch configurations. Also,
since different manufacturers épecify switches in different Ways, the curves
in Figure 24 can be used to convert different specificétions to a common
base. Figure 24 also aids in sizing a switching system and in determining
the relationship between processor capabilities, traffic,inten§ity, matrix
‘ capacity, and the number of terminatidns. These app]icatiohs-of Figure 24
are demonstrated by the examples given in thé.fo]]owing paragraphs.

Some of the switch characteristics given in Tables 3 through 15 were
derived with the aid of Figure 24. As example of this procedure, consider
the SL-1 digital switch (Telesis, 1976). S

The SL-1 switch is a PABX. Modular sizing permits applications in the
range from a few hundred to several thousand switch terminations. The
maximum number of terminations is given as 7600. This size is considered
here.

The SL-1 concentrates input terminations onto time division multiplexed
Toops. The interface concentrator digitizes voice channels using standard
PCM at 64 kb/s per channel. Each loop has 32 time slots, 30 for traffic, one
for control signaling, and one for spare. The Toop data rate is therefore a
CCITT standard but a USA non-standard, 32x64=2.048 Mb/s. A time slot inter-
change permits switching between time slots within the same loop. Multiple
loops and a space division network provides large numbers of time slots and
terminations. Time-multiplexed switching permits interchanging channels
between the loops. Large switches combine 16 loops into groups, 12 for
traffic and 4 for service circuits. Very large switches may consist of up to
5 groups. They need additional memory and multiplexers to perform switching
between groups. The maximum size switch therefore contains 30x12x5=1800
traffic channels at the concentrator's output.
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Each 30-channel loop is capable of carrying 600 ccs (16.7 Erlangs) of
traffic. This is based on a one-way blocking probability of 0.001, assuming
blocked calls are cleared, and 0.0023, assuming blocked calls delayed.

The total traffic carried by the switching matrix is therefore

lgééggﬁé-— 18,000 ccs or 500 Er]an955

Based on an average holding time of 2 minutes (0.033 hours) per call,
the total number of call attempts per hour that must be handled by the proces-
sor is given by:

The number of originating or receiving attempts. per hour per channel is,
therefore, 15,000+900=16.7. The average traffic intensity per individual
Toop channel is 16.7x0.033=0.55 Erlangs.

The results can be approximated using Figure 24. The solid lines in the
figure denote the SL-1(VL) for 5 groups. The dashed lines on Figure 24 are
for the same switch, but with a total of 7600 input terminations. The latter
concentration ratio is 7600+-1800=4.22. From Figure 24 it can be seen that
these 7600 terminations may have 4 call attempts per termination and a traffic
intensity of 0.132 Erlangs (4.75 ccs) per line, for an average call of 2
minutes. ‘

The characteristics of the tactical switches given in Tables 5 and 6
provide additional examples of how Figure 24 may be used. The capacity of
the TTC-39 switch are summarized as follows:

Call attempts per hour 3,300
Switch matrix load (Erlangs) 180
Terminations 600.

These capacity values are drawn on Figure 25, Completing the square on
this figure yields a traffic intenéity per termination of 0.6 Erlangs. This
corresponds to 11 call attempts per hour per termination with an average
holding time per call of about 3.3 minutes. The dashed Tines on Figure 25
are for the TTC-38 (300 line version), a tactical switch whose characteristics
are given in Table 5. This switch as a space-divided switching matrix and

5Th1s is the maximum traffic carried if all loops are full. It may never be
achieved due to availability Timitations in setting up the required connections
through the matrix.
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