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METHODS OF IMPROVING THE PERFORMANCES
OF HF DIGITAL RADIO SYSTEMS

Clark C. Watterson™

The bit-error-probability performances of HF digital radio
systems with respect to channel and equipment additive, multi-
plicative, and nonlinear distortions are evaluated with respect
to the nine system design features that affect the performances.
The system design features are the fundamental pulse waveform,
the keying method (ASK, PSK, APSK, FSK, and CPK), the
multiplexing method (frequency and concentric multiplexing),
the type of demodulator filter (matched and nonmatched non-
adaptive filters and quasi-static and dynamic adaptive filters),
the detection method (coherent, partially coherent, differentially
coherent, and noncoherent), the transmitter power, the antennas,
diversity, and error coding. Spectral efficiency (information
rate [signal bandwidth) is also evaluated. The best combination
of system design features is determined.

Key Words: Adaptive filtering, additive distortion, APSK, ASK,
bit error probability, bit error rate, channel model, coding,
coherent, CPK, detection, differentially coherent, digital,
distortion, diversity, error rate, fading, FSK, HF, ionosphere,
keying, modem, multipath, multiplexing, multiplicative distor-
tion, noncoherent, nonlinear distortion, partially coherent,
performance, PSK, radio, spectral efficiency.

1, INTRODUCTION

For a number of decades, HF ionospheric radio has been a reasonably
simple and effective method of communicating over a very large range of
distances: from less than 100 miles (the upper limit of the range of VHF
and UHF line-of-sight radio) to many thousands of miles (world-wide).
HF radio has been particularly useful where cable communication is
impossible or impractical: for communication with aircraft, ships, and

other mobile units; and for communication with temporary and remote

*The author is with the Institute for Telecommunication Sciences,
National Telecommunications and Information Administration, U,S,
Department of Commerce, Boulder, Colorado 80303,



ground stations.

In recent years, the rapid development of SHF satellite radio has
provided an alternate method of communication with mobile units and
remote ground stations over the same large range of distances. Because
SHF satellite radio can be competitive in cost and is usually superior in
performance and reliability, it almost certainly will replace HF iono-
spheric radio as the predominant mode of long-distance communication
with mobile units and remote ground stations.

Despite its usual superiority, however, SHF satellite radio is greatly
inferior to HF ionospheric radio in one respect: in military communica-
tions under wartime conditions, it is (or probably will be) much more
susceptible to destruction by an enemy. For this reason, the armed
forces need to retain an efficient and reliable capability in HF ionospheric
radio as a backup to the more vulnerable SHF satellite radio. It is there-
fore important to improve the performance and reliability of HF iono-
spheric radio communication.

During the past three decades, the development and use of transistors
and integrated circuits has substantially improved the weight, power
requirements, and reliability of HF radio equipment. However, little has
been done to reduce or overcome the performance degradations imposed
by multipath, fading, interference, and other types of channel distortions
characteristic of HF radio., While the general replacefnent of AM (ampli-
tude modulation) with SSB (single sideband) has improved analog voice
communications, essentially no improvements have been made in signal
processing techniques in digital communications: The same FSK (freq-
uency-shift keying) and PSK (phase-shift keying) techniques introduced
some decades ago are still in universal use, and despite the development
of effective error-detecting /correcting coding techniques, the armed
forces have made little use of this improvement in HF digital radio systems.

The performance and reliability of HF digital radio can be very substan-
tially improved by the development and use of a number of improved
signal processing techniques. The present availability of integrated circuits
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in general and microprocessors in particular make the application of
such techniques very practical. With this in mind, the purpose of the
present report is to present general and detailed descriptions of HF
digital radio systems that include classifications and descriptions of
system design features, HF ionospheric channel characteristics, and
the types of channel and equipment distortions that degrade system per-
formance; to relate the equipment design features to the various types
of channel and equipment distortions to determine the best methods of
improving system performance; and to present suitable conclusions

and recommendations,

2. HF DIGITAL RADIO SYSTEMS

The functional form of a basic HF digital radio system is illustrated
in Figure 1, The system consists of three major parts: the transmitter
on the left, the HF ionospheric channel at the top, and the receiver on the
right, In general, the transmitter consists of an error coder, a modu-
lator, an HF transmitter, and an antenna, while the receiver consists of
an antenna, an HF receiver, a demodulator, and an error decoder,
Unlike the other parts of the transmitter and receiver, the error coder
and error decoder are optional; most military HF digital radio systems
at present do not use them.

Regardless of its actual format, the digital information to be trans-
mitted can be viewed as a binary sequence of information bits, b1 (i), with
values of zero or one that occur at a constant rate, fl' With error coding,
the transmitter input binary information sequence, b1 (i), is delivered to
an encoder, The encoder uses the information bits to generate additional
check bits in a manner determined by an encoding algorithm. The infor-
mation and check bits are combined to form an encoder output binary
data sequence, b2(j), that is delivered to the modulator. The binary data
sequence, bz(j), has values of zero or one that occur at a constant rate,
f,, that is greater than f; because of the introduction of the check bits.
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When error coding is not used, the information bits are delivered
directly to the modulator, as shown by the dashed line in Figure 1,

The modulator generates one or more trains of IF pulses that are
multiplexed and transmitted simultaneously over separate subchannels,
The pulses may have any shape and time spacing, but usually are adjoin-
ing rectangular pulses. Each pulse is keyed or selected by the data
sequence from a set of two or more pulse waveforms that differ in ampli-
tude, phase, frequency, or other waveshape characteristics., In nearly
all systems, the number of selectable pulse waveforms is an integral
power of two. Each keyed or selected pulse via its distinctive waveform
then carries an integral number of data bits, usually one or two.

The one or more trains of low-level keyed IF pulses, w(t) in Figure
1, are delivered by the modulator to an HF transmitter, The HF trans-
mitter frequency translates the trains of IF pulSes (which are usually
generated in the ELF band) to the desired frequency in the HF band, and
filters and amplifies the resulting trains of HF pulses to a suitably higher
power level, The higher power trains of HF pulses, x(t), are delivered
by the HF transmitter to the transmitting antenna which radiates them,
The radiated trains of HF pulses constitute the HF transmitted signal.

The HF transmitted signal travels to the receiving antenna by
reflection from the ionosphere. Because the HF signal generally propa-
gates to the receiving antenna over several fading»paths (involving one
or more reflections from several layers in the ionosphere), it arrives
at the receiving antenna in a distorted form, The receiving antenna also
receives noise and sometimes interference (unwanted signals) in the same
frequency band as the signal that constitute additional channel distortion
components. The aggregate (signal and distortion components), y(t) in
Figure 1, is delivered by the antenna to an HF receiver that is tuned to
the signal band. The receiver amplifies the aggregate to a higher power
level suitable for subsequent processing, it filters the aggregate to
exclude out-of-signal-band noise and interference, and it frequency-

translates the aggregate to restore nominally the signal pulse trains to
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the intermediate frequencies at which they were generated in the modula-
tor. The amplified, filtered, and frequency-translated aggregate, z(t),
is delivered by the HF receiver to the demodulator. '

In the demodulator, the trains of distorted IF signal pulses are sepa-
rated by suitable band-pass filters. Each train of pulses is then sampled
(detected) at the pulse rate to obtain an estimate of the amplitude, the
phase, or the amplitude and phase of each signal pulse, In general, each
pulse sample differs from the true value of the signal pulse because of the
various types of signal distortion that are introduced by the channel and
equipment, Each pulse sample is delivered to a bit decider which, for
each data bit carried by the pulse, decides whether a zero or one bit was
transmitted. The data-bit decisions are delivered at the output of the
demodulator. Regardless of the data-bit format, the decisions can be
viewed as a binary data sequence, Gz(j), of zero or one values that occur
at a constant rate, fz. Ideally, the binary data sequence at the demodula-
tor output, bz(j), is identical to the binary data sequence at the modulator
input, bz(j) in Figure 1, Practically, however, it differs [is an estimate
of bz(j)] , because of binary errors introduced in the bit-decision process
by the channel and equipment distortions.

In an HF digital radio system that does not incorporate error coding,
the binary data sequence from the demodulator, Bz(j), is delivered directly
as the receiver output binary information sequence, bl(i), as shown by
the dashed line in Figure 1, In a system that does incorporate error
coding, ﬁz(j) is delivered to a decoder, as illustrated. The magnitudes
of the pulse samples, |d(j)|, that are obtained in the demodulator some-
times are also delivered to the decoder, The decoder then processes
I;Z(j), and sometimes |d(j)|, using a suitable decoding algorithm, to detect
and correct binary errors., The decoder delivers the receiver output
binary information sequence, ]Sl(i), that is an estimate of the transmitter
input binary information sequence, bl(i). In general, bl(i) differs from
bl(i) because of uncorrected errors. However, bl(i) has a lower error
probability with error coding than without, except at high error probabil-
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ities; i.e., the error coding improves the overall system performance,

In some duplex (two-way) systems with error detection, the receiver
via the return transmitter-receiver link may ask for a repeat of some
portion of the transmission when errors are detected.

Some HF digital radio systems use space diversity to improve the
system performance., With space diversity, the receiver in the basic
system of Figure 1 is expanded to include two or more parallel antennas
and HF receivers that drive a single demodulator designed for such
multiple inputs.

The sources of signal distortion that produce bit errors are:

Sources of Signal Distortion

(1) Transmitter

(a) Modulator

(b) HF transmitter
(2) HF channel

(3) Receiver
(a) HF receiver

(b) Demodulator

In general, each source may introduce several types of distortion,
The distortions introduced by the transmitter are usually small and not
significant, The HF channel distortions can be substantial, however,
and are of primary importance, While the distortions introduced by the
receiver may not be larger than the distortions introduced by the trans-
mitter, their effects on system bit-error-probability performance can
be much greater under some channel conditions, and their presence
should not be ignored, The system performance is dependent not only on
the types and magnitudes of the distortions, but is also dependent on the
system design features: the fundamental pulse waveform, the type of
keying, the multiplexing technique, the receiver filtering, the bit-

decision (detection) method, the transmitter power, the_antennas, the
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order and type of diversity, and the type of error coding.
The signal distortions introduced by the transmitter and receiver (equip-

ment distortions) can be classified as follows:

Types of Equipment Distortion

(1) Additive
(a) Noise
(i) Thermal
(ii) Quantizing
(b) Interference (internal)

(2) Multiplicative

(a) Time scatter (frequency selective)
(i) Synchronization
(ii) Filtering

(b) Frequency scatter (time selective)
(i) Doppler correction
(ii) AGC (automatic gain control)

(3) Nonlinear

Synchronization distortion and filtering distortion are classified as
time-scatter distortions because synchronization distortion is produced
by a nonoptimum allowance for or correction of the signal delay or
translation in time, while filtering distortion is produced by a nonoptimum
spreading or stretching of the signal pulses in time by the filtering., In
an analagous way, Doppler-correction distortion is produced by a non-
optimum allowance for or correction of signal Doppler shift or translation
in frequency, while AGC distortion is produced when the AGC modulates
the signal, generates sidebands, and thus spreads the signal in frequency.

The channel distortions are classified later.

The preceding brief preliminary description of a basic HF digital
radio system is expanded with more detailed descriptions and evaluations

in the following three sections: the transmitter design features and
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distortions in Section 3, the HF channel characteristics and distortions

in Section 4, and the receiver design features and distortions in Section

5. The effects of the system design features on system performance are
then determined in Section 6 for the various types of channel and equip-
ment distortions.r The optimum system design features are selected in
Section 7, and suitable conclusions and recommendations are presented

in Sections 8 and 9. In doing this, the goal was to be as comprehensive

as possible, so as to include all factors that have a significant effect on

HF digital system performance, but at the same time, to keep the des-
criptions as brief as practical for the present purpose of evaluating methods

of improving HF digital radio system performance.

3. TRANSMITTER
3.1 Error Coder

With error coding, the transmitter ihput binary information sequence,
bl(i), is delivered to the encoder at rate fl. The encoder combines the
information bits with additional check bits, according to some coding
algorithm, and delivers a binary data sequence, bz(j), at rate fz > fl’
as illustrated in Figure 1, p. 4. The coding ratio,

r === <1 ’ (1)

is one measure of the efficiency of the coding technique,

There are two major types of error codes:

Types of Error Codes

(1) Block

(2) Convolutional

In a block code, successive sets of n, adjacent information bits in

bl(i) are each combined with n, check bits to form a block (set) of size
9




n = n, + n_ bits . - (2)

In each block, the n, check bits are generated from the n, information

bits according to the encoding algorithm, and are combined with the
unaltered information bits to form the block of n, bits, If the information
bit sequence, bl(i)’ contains ‘ind‘ependent bits, then the successive encoded
blocks in the output data sequence, b2(j), are independent.

In a convolutional code, the generation of each bit in the encoder output
data sequence, bz(j), is determined by the previous n check bits, as well
as n, of the most recent information bits, according to the encoding algor-
ithm. The convolutional code then has a constraint length, n, . However,
unlike the block code, each data bit in bz(j) is dependent on all preceding
data bits, even with independent information bits in bl(i). However, the
dependence decreases for an increasing number of past data bits beyond
the constraint length, n, .

Because error encoders are digital equipments, the introduce no

distortion,

3.2 Modulator

The modulator generates one or more trains of IF pulses, When more

than one train of pulses is used, the several trains, numbered
A=20,1,2, ..., A-1 , ‘ (3)

are transmitted simultaneously over separate subchannels, using either
frequency multiplexing or concentric multiplexing., With frequency multi-
plexing, the pulse trains have different center frequencies, and with
concentric multiplexing, the pulse trains have a common center frequency,
as explained later. The input binary data sequence, bz(j), is commutated
in the modulator to the A generators of the IF pulse trains, Each gener-
ator receives a binary sequence, b3)\(k) for the Ath generator, with a
recurrence rate that is 1 /A times the recurrence rate of bz(j). In the

Ath IF pulse-train generetor', each successive set of N adjacent bits in
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b3)\(k) is used in effect to select one of

oN (4)

=
]

different available pulse waveforms for transmission, Let
m=0,1,2, ..., M (5)

be an integer that numbers the available pulse waveforms, Then each of
the M available pulse waveforms

corresponds to one of M possible Table 1, Permutations of N bits

permutations of the N bits, as m [N=1|N=2|N=3
illustrated by the examples in .

Table 1, Consequently, each - 0 0 00 000 ;
transmitted pulse, by means of 1 ol 001
. e e . 2 11 011
its distinctive waveform, carries .

N bits of data. In nearly all HF 3 10, 1.010
digital radio systems, N is an 4 ~110
integer (usually one or two) 5 111
and will be so considered in 6 101
this report. 7 100

The A trains of IF pulses
generated by the modulator constitute the real IF bandpass signal output

from the modulator. The real bandpass signal can be specified by
¥(t) = Re[w(t)exp(j2nf t)] , - (6)

where f, is an arbitrary reference frequency, usually in or near the IF

signal band, and
w(t) = w'(t) + jw'(t) (7)
is the complex envelope of the signal, The real band-pass signal then is
p(t) = w'(t)cos(2nf t) - w'(t) sin(2nft) , (8)
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which contains two quadrature reference (carrier) components, cos(21rfrt)
and sin(21'rfrt), multiplied (amplitude modulated) by two real baseband
functions, w'(t) and w''(t), that are the components of the complex
envelope, w(t) in (7). If wx(t) is the complex envelope of the Ath pulse

train relative to fr’ then

A-1
wit) = Z w,(t) . (9)
A0

In the remainder of the report, the signal and the channel and equipment
processing imposed on it will be described by complex-envelope functions,
All of the A pulse trains, {Wk(t)}’ are obtained by frequency multi-

plexing or concentrically multiplexing a set of A basic pulse trains,
{Wk(t)}' The basic pulse trains are generated from a common set of M
available basic pulse waveforms, {pm(t)}, each of which is generally

complex and, in practice, of finite duration. Let

pm(t) = am(t)exp[jam(t)] (10)

be the mth available basic pulse waveform, where am(t) and am(t) are the
real amplitude and phase components, and Pm(f), the Fourier transform
of pm(t), is centered on fc=0. Thep for each basic pulse train, succes-
sive sets of N bits in b3>\(k) are used to select basic pulse waveforms

from {pm(t)} to form the \th basic pulse train,

Wy(t) = mex(u“'m , (11)
4

where 4 is an integer that numbers the pulses, and T is the time spacing
of adjacent pulses, The subscript m for the mth available pulse in (10) is
replaced by mx(l;) in (11) to indicate the value of m is generally different
in each basic pulse train and changes with 4.

There are an infinite variety of pulse waveforms from which M basic

12




pulse waveforms, {pm(t)}, can be chosen for use in an HF digital radio
system. The possible designs of {p, (t)} can be classified in terms of

the pulse duration, Tp’ relative to the adjacent pulse spacing, T:

Types of Pulse Waveforms

(1) Spaced ('rp <T)
(2) Adjoining (Tp: T)
(3) Overlapping (Tp > T)

Examples of the three types of pulse waveforms are illustrated by
their amplitude components in Figure 2, In the examples, the pulse
amplitude function is the same for all illustrated values of 4. This is
not necessary, of course; the M members may have different amplitude
functions, For each pulse amplitude function, am(t), there is an infinite
variety of phase functions that might be used for a  (t). Most past and
present HF digital radio systems use adjoinihg pulses with rectangular
amplitude functions and constant phase functions, primarily because
they are easiest to generate, However, other pulse functions can provide
better overall system performance,

In the: generation of each basic pulse train, W}\(t) in (11), when N
adjacent data bits in b3>\(k) are used in effect to select one of M available
pulse waveforms, pm(t), for transmission, the selection can be viewed
as a keying process: the data bits in effect key (switch) the values of
one or more waveform parameters to change the pulse waveform, or key
(select) one of M stored waveforms. The possible methods of keying a

pulse can be classified as follows:
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Keying Methods

(1) Single filter

(a) Amplitude-scale keying (ASK)

(b) Phase-shift keying (PSK)

(c) Amplitude-and-phase-shift keying (APSK)
(2) Multiple filter

(a) Frequency-shift keying (FSK)
(b) Concentric-pulse keying (CPK)

The two major keying methods, single filtgr and multiple filter, refer
to the number of filters used in the demodﬁléfbr to separatev each train of
pulses from the other A-1 pulse trains and from noise and interference
that is outside the signal pulse train frequency band. Any of the keying
methods may be used with any of the type‘svc")f“puls‘e/ waveforms listed
earlier, It is convenient and desirable to view the single-filter keying
methods as fundamental, and to view the multiple-filter keying methods
as modifications of one single-filter keying method: ASK. Therefore,
the single-filter keying methods will be described first, and then the
multiple-filter keying methods will be considered.

In the single-filter keying methods, let
p(t) = a(t)exp[jalt)] (12)

be a generally complex fundamental pulse waveform, where a(t) and aft)
are real amplitude and phase functions. Then in each single-filter keying
method, the fundamental pulse waveform, p(t), is modified in M different
ways to form the set of M basic pulse waveforms, {pm(t)}."' With

amplitude -scale keying,

py(t) = kplt) = kma(t)exp[jd(t)] , ASK , (13)

where km is one of M different positive real keying numbers, With ASK,

the mth basic pulse waveform, pm(t), is therefore obtained by multiplying

15




the fundamental pulse waveform, p(t), with a positive real number, km’

that scales its amplitude component, a(t). The term "amplitude-shift

keying" is often used, but generally is incorrect because a(t) is not shifted

by the addition of LS. but is scaled by the multiplication of km. When
rectangular pulses are used, 'amplitude-shift keying' can be correctly
used if a rectangular time function, km(t), with a duration and timing
identical to a(t), is added to a(t) to shift it only during the pulse period,
Tp. This is not possible with nonrectangular pulse waveforms, however,

With phase-shift keying,

pm(t)z eXp(j/Km)p(t)= a(t)exp{j[a(t)+Km]} , PSK , (14)

where

T<K ST radians (15)

is one of M different real phase keying values., With PSK, the mth basic
pulse waveform, pm(t), is therefore obtained by multiplying the funda-
mental pulse waveform, p(t), with a unit-magnitude complex number that
shifts its phase component, o(t), by an amount Koo

With amplitude -and-phase-shift keying,

p,(t) = K p(t) = kma(t)eXp{j[oc(tHKm]} , APSK , (le6)
where

- i K
Km = kmexp(J m) (17)

is one of M different complex numbers, With APSK, the mth basic pulse
waveform, pm(t), is therefore obtained by multiplying the fundamental
pulse waveform, p(t), with a complex number, Km’ that in general scales
its amplitude component, a(t), and shifts its phase component, a(t). It
can be seen that ASK and PSK are special cases of APSK: with ASK,
Km=0 for all m, and with PSK, km= 1 for all m,

The three single-filter keying methods are illustrated in Figure 3.

For each of the three keying methods, the M=2N possible keying values,
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Figure 3. Examples of single-filter complex keying values,
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{K}, are illustrated by circles in the complex plane for various values
of N, the number of bits/pulse. The numbers in parentheses are the
permuations of the N data bits corresponding to each keying value, For
N >1, the permutations are usually assigned to the keying values so that
the most closely spaced pairs of keying values differ in only one bit;
otherwise the system performance would be poorer, In Figure 3(a), the
N=1 example is simple on-off keying. In Figure 3(b), the N= 1 example
is binary (bi-phase) PSK, while the N= 2 example is quaternary (four-
phase) PSK. In Figure 3(c), the N= 3 example makes use of two ampli-
tudes and four phases, The N= 3 example can be extended to N= 4 by
incorporating eight additional complex keying values with magnitudes of
1 and 2 at angles of £45° and +135°, or also by forming a square 4X4
matrix of keying values centered on Km= 0. For any N, the choice of
keying values is arbitrary, but the best performance is usually obtained
when the spacing of the values is maximized for a given average power
of the keying values,

In the single-filter keying methods, the successive keying values in
each train of pulses form a generally complex M-ary sequence, Kk(&)’
where )\ specifies the pulse train and 4 numbers the pulses in the train.
For each value of %, K)\(L) may have any one of the M values in {Km}.

The Ath basic pulse train, \7v>\(t) in (11), then becomes

W(t) = ZKK(&)p(t—LT) , ASK, PSK, APSK . (18)
x

In some PSK and APSK systems, the direct keying sequence, KA(L)’
is replaced by a phase-differential keying sequence, KKA({')' Three
types of phase-differential keying are possible: time-differential (TD)
keying, which can be used with single or multiple frequency-multiplexed
or concentricallyhmultiplexed pulse trains; frequency-differential (FD)
keying, which can be used only with multiple frequency-multiplexed
pulse trains; and concentric-differential (CD) keying, which can be used

only with multiple concentrically multiplexed pulse trains,
18




In time-differential keying, which is widely used in PSK systems,
the direct keying sequence, KX(L)’ is replaced by the time-differential

keying sequence,

K, (1) = K,(WexpljK, ,(¢-1)] , TD ; (19)

i.e., the £th value in the direct keying sequence, K)\(L) [generated from
b3>\(k)] , is advanced in phase by KAA(L_I)’ the phase of the preceding
differential keying value, to generate K}\A(u’ which is used to key the
{th pulse.

In frequency-differential keying and concentric-differential keying,
which are little‘used, the direct keying sequence, K)\(L), is replaced by

the frequency-differential or concentric-differential keying sequence,

K, \(1) = K,()exp[jk (4] , FD, CD ; (20)

(A-1)a

i.e., the {th value in the direct keying sequence, K)\('f“)’ is advanced in

phase by K (1), the phase of the concurrent differential keying value

in the adjaf:)\eni)(A)\-l )th basic pulse train, to generate KXA(L)’ which is
used to key the fth pulse in the Ath basic pulse train, The X\ =0 pulse
train can carry no frequency-differentially keyed or concentric-differ-
entially keyed data, although it still might carry data that is directly or
time-differentially keyed. A distinction is made between frequency-
differential and concentric-differential keying because they result in
different system performances under some channel conditions,

The Ath pulse train, w)\(t) in (9), is obtained by frequency multiplexing

or concentrically multiplexing the pulses in the Ath basic pulse train,

v_vk(t) in (18), If %k specifies the multiplexing operation for W)\(t ), then
w,(t) = ; 7 TKWp-LT)] = ) K, 772, [pt-2T)] . (21)
L

With frequency multiplexing, the basic pulse trains are frequency

translated so that the center frequencies of their spectrums have equal
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adjacent spacings, F. Given the fundamental pulse waveform, p(t), F is
chosen so that the A trains of pulses in w(t) can be adequately separated
by suitable filtering in the demodulator. With frequency multiplexing,

(21) becomes

w(t) = Z K,(4)exp{j2n[A-(A-1)/2] Ft} p(t-LT) (22)

when the spectrum of w(t) is centered on fC: 0.

With concentric multiplexing, the spectrums of the A pulse trains,
{W)\(t)}, have a common center frequency, f = 0. Concentric multiplexing
can be illustrated with parabolic cylinder functions (Jahnke et al., 1960),

Let the fundamental pulse waveform be a real Gaussian function,

t 2 ’
p(t) = exp -cArr(T) . (23)

Then (21) becomes

1/4
(2ch) Z o o £ -4T) (t-2T)
where
2 A 2
Hex(x) = (-1))\exp <XT)§}? exp (-XZ—) (25)

is the \th Hermite polynomial, Given A and T, the parameter c can be
adjusted to control the overlapping of successive pulses, The A concentric
pulse waveforms for 4= 0 in (24) are illustrated in Figure 4 for c= 2,
A= 8, and K)\(O)z 1. Because the A parabolic cylinder waveforms are an
orthonormal set, the A pulse trains, {w)\(t)}, can be separated by matched
filters in the demodulator.

With single-filter keying (ASK, PSK, and APSK) and frequency multi-
plexing, the pulses in the A trains in w(t) are distributed in frequency and

}:“ime as illustrated in Figure 5(a) for A= 4 pulse trains. Each rectangle
represents one .pLilse carrying N bits of data, as shown. The effective
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Figure 4. Orthonormal parabolic cylinder waveforms.

bandwidth of each pulse is F, the height of each rectangle, while the
effective duration of each pulse is T, the width of each rectangle,

Let the spectral efficiency of the signal, w(t), be defined as the ratio
of the information rate, fl, carried by w(t), the the bandwidth of w(t).
Then with single-filter keying and frequency multiplexing, Figure 5(a)
shows that w(t) carries f2= AN/T data bitsolsecond in a bandwidth B= AF.

Therefore, the spectral efficiency with single-filter keying and frequency

multiplexing is

c
Ny = % ,  ASK, PSK, APSK . (26)
With single -filter kevying and concentric multiplexing, the pulses in

the A trains in w(t) have a common center frequency, fc= 0, as described

in the discussion of (23)-(25). Consequently, their spectrums occupy

some central portion or all of a frequency band, B, centered on f= 0, as
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illustrated in Figure 5(b) for A= 4 pulse trains. Each rectangle repre-
sents /A pulses, concentric in frequency and time, that carry AN data bits,
Figure 5(b) and (1) show that the spectral efficiency with single-filter
keying and concentric multiplexing is

/\I‘CN r. N

n.= §& ~ g5 -+ ASK, PSK, APSK . (27)

The signal bandwidth with concentric multiplexing, B, may be smaller
or larger than the signal bandwidth with frequency multiplexing, AF, for
the same number of bits/pulse, N, the same pulse spacing, T, and the
same number of pulse trains, A, be cause generally different basic pulse
waveforms are used with the two multiplexing methods. However, if
comparable care is given to the design of the basic pulse waveforms in
the two multiplexing methods, B~ AF in (27), and Ne™ Mg with single-filter
(ASK, PSK, and APSK) keying.

It is informative and therefore desirable to view the multiple-filter
keying methods (FSK and CPK) as modifications of one single-filter
keying method: binary ASK (on-off keying). FSK can be viewed as a
modification of frequency-multiplexed binary ASK, and CPK can be
viewed as a modification of concentrically multiplexed ASK. In both cases,

the binary ASK keying values, K =0 and K;=1 in Figure 3(a), p. 17,

may be used with any fundamenta?l pulse waveform, p(t) in (12).

A single train of binary FSK pulses is. equivalent to two dependent
(redundant) frequency-multiplexed trains of binary ASK pulses, one of
which is on while the other is off; i.e., the on-off keying sequence on
one binary ASK pulse train is complemented (zeros and ones interchanged)
to key the second binary ASK pulse train, When adjoining rectangular
pulses are used, and FT is not an integer, the keying sequence on each
binary ASK pulse train in effect is adjusted by a suitable amount on each
succeeding pulse if nhase continuity is desired at the pulse transition
times. However, this is not usually desirable with pulses other than

adjoining rectangular pulses,
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Figure 6(a) illustrates the frequency and time distributions of the
pulses in A= 2 trains of frequency-multiplexed binary FSK pulses. The
lowest two rows of rectangles represent the two binary ASK pulse trains
that comprise the A= 0 train of binary FSK pulses, while the upper two
rows of rectangles represent the two binary ASK pulse trains that comprise
the A =1 train of binary FSK pulses. The rectangles labeled 1 represent
on states (energy present), and the rectangles labeled 0 represent off
states (no energy). In each pulse interval, T, in each binary FSK pulse
train, )\, the selected pulse-waveform number, m, is determined by which
of the two frequency-multiplexed binary ASK pulse trains is on. In effect,
each on pulse carries N=1 data bit, as shown, while the off pulses each
carry zero data bits. The on-pulse density in the frequency-time domain
is one-half,

Frequency-multiplexed binary FSK, illustrated in Figure 6(a), can be
extended to frequency-multiplexed M-ary FSK, Each train of M-ary FSK
pulses is equivalent to M dependent frequency-multiplexed trains of binary
ASK pulses, one of which is on while the other M-1 are off for each pulse
number, 4. For each pulse number, 4, in each M-ary FSK pulse train,

A, the selected pulse-waveform number, m, is determined by which one
of the M frequency-multiplexed binary ASK pulse trains is on. In effect,
as with binary FSK, each on pulse carries N data bits, while the off pulses
carry zero data bits, The on-pulse density in the frequency-time domain
is 1/M. Therefore, the spectral efficiency with FSK and frequency multi-
plexing is

I‘CN

T]f = , FSK ., (28)

oNET
Several trains of M-ary FSK pulses may also be concentrically multi-
plexed, as illustrated in Figure 6(b) for A= 2 trains of binary FSK pulse
trains. Each row of rectangles represent A= 2 concentrically multiplexed
binary ASK pulse trains. The number in each rectangle specifies the

number of concentric pulses that are on in that rectangle, where the 0-1
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pattern in the two frequency-multiplexed binary FSK pulse trains in Figure
6(a) are repeated in the two concentrically multiplexed binary FSK pulse
trains in Figure 6(b). Each rectangle of area BT /M in Figure 16(b) carries
an average of AN/M data bits, so the spectral efficiency with FSK and

concentric multiplexing is

ArCN ; rCN
n. =

~ FSK . (29)

If comparable care is given to the designs of the basic pulse waveforms
in the frequency-multiplexed and concentrically multiplexed FSK systems,
B~ A2NF in (29), and‘ncwnf with FSK. |

A single train of M-ary CPK pulses is equivalent to M dependent
concentrically multiplexed trains of binary ASK pulses, one of which is
on while the other M -1 are off for each pulse number, £. For each pulse
number, 4, in each M-ary CPK pulse train, A\, the selected pulse-wave-
form number, m, is determined by which one of the M concentrically
multiplexed binary ASK pulse trains is on. In effect, each on pulse carries
N data bits, while the off pulses carry zero data bits, Several trains of
CPK p’uiSes, like several trains of FSK pulses, may be frequency multi-
plexed or concentrically multiplexed, Frequency multiplexing of CPK
pulse trains is illustrated in Figure 7(a) for A= 2 trains of binary CPK
pulse trains, The spectral efficiency with CPK and frequency multi-
plexing is |

A;I:,TCNN, TN

= BT ~ oNpr

CPK: . (30)

Concentric multiplexing of CPK pulse trains is illustrated in Figure
7(b) for A= 2 trains of binary CPK pulse trains, The spectral efficiency

with CPK and concentric multiplexing is

Ar N roN 31)
n_ = A , CPK ., 1
c BT 2NFT
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A comparison of the spectral efficiencies in (28)-(31) for the mulfiple-
filter keying methods (FSK and CPK) with the spectral efficiences in (26)-
(27) for the single-filter keying methods (ASK, PSK, and APSK) shows
that the single-filter keying methods have spectral efficiences that are
~aNo M times greater,

Of all of the single-filter and multiple-filter keying methods, binary
FSK with adjoining rectangulaf pulses is most commonly used in HF
digital communication systems, with frequency multiplexing when more than
than one train of pulses is used. Binary and quaternary PSK with
adjoining rectangular pulses is second most commonly used, also with
frequency multiplexing when more than one train of pulses is used. Other
pulse waveforms, other keying methods, and concentric multiplexing are
less frequently or rarely used.

In nearly all applications, w(t) in effect is used to generate a real IF
signal, {(t) in (8), p. 11, which is then delivered by the modulator to the
HF transmitter for suitable frequency translation to and amplification in
the HF band. It is possible, however, to use a double-modulation process
in which w(t) is first used to generate {(t) at a suitably low IF, and then
y(t), rather than being frequency translated to the HF band, is used in
turn to modulate the amplitude or phase of a higher IF carrier that is
frequency translated to the HF band. While such double-modulation tech-
niques are useful and commonly used in the UHF and SHF bands, they are
little used in HF digital communication because their performance is
poorer under HF channel conditions. Therefore, double modulation will
not be considered further in this report.

The modulator can introduce all of the types of equipment distortion
listed on p. 8 except synchronization distortion and Doppler-correction
distortion (the latter because it is assumed that any frequency error intro-
duced by the modulator can be compensated or corrected by the Doppler-
correction circuit in the demodulator). The modulator always introduces
thermal noise; quantizing noise is unavoidably introduced when the mod-
ulator incorporates digital processing, as most modern modulators do;
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and internal interference (120-Hz power-supply ripple, clocking transients,
etc.) is always present. Any filters that are used in the modulator can |
introduce filtering distortion, the variations in signal level imposed by

any AGC circuit introduce at least a small amount of frequency-scatter
distortion, and nonlinear distortion is always present. All of the modu-
lator distortions are usually small enough to have negligible effect on the

system performance, however, and therefore may be ignored.

3.3 HF Transmitter

The one or more trains of low-level keyed IF pulses (the signal)
generated in the modulator are delivered to the HF transmitter for freq-
uency translation and amplification, The transmitter typically consists
of a low-level HF exciter followed by an HF power amplifier of one or
more tuned stages, The exciter translates the signal to the desired
frequency in the HF band, and the power amplifier increases the signal
power to the desired amount,

A typical HF exciter is illustrated in Figure 8. It consists of an input
first-IF amplifier followed by a first frequency converter, a fixed-tuned
band-pass higher frequency second-IF amplifier, a second frequency
converter, and a tunable output band-pass HF pre-amplifier, The second
local-oscillator frequency is adjusted to obtain the desired HF trans-
mitter signal frequency. The band-pass filtering in the second-IF ampli-
fier and the output HF pre-amplifier suppress the unwanted sideband
generated by each frequency converter, suppress the local-oscillator
components if the balancing of the frequency converters is inadequate, and
also suppress any undesired out-of-signal-band higher order intermodu-
lation productions generated by the converters that are not good approx;
imations of true multipliers, The amplification provided by the HF
exciter may be controlled manually or by an AGC circuit.

The HF power amplifier which the HF exciter drives may use non-

linear (class-C) tuned amplifier stages when the signal has an envelope
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Figure 8. Typical HF exciter,

whose magnitude is constant, because the nonlinear (harmonic) distortion
is suppressed by the band-pass filtering. The signal has a constant-
magnitude envelope only when a single pulse train is used, and then only
when PSK or FSK modulation is ‘used with adjoining rectangular pﬁlses.
Otherwise, the power amplifier must be essentially linear (class-A,
push-pull class-AB, or push-pull class-B stages) to minimize nonlinear
distortion of the filtered sighal.

It can be seen that the HF transmitter performs three interleaved
primary fﬁncfions: | |

HF Transmitter Functions

(1) Frequency translation
(2) Filtering
(3) Amplification

In performing these funcfions, the HF transmitter can introdﬁce all of the
types of equipment distortion listed on p. 8 except quantizing noise (pro-
vided all-analog circuits are used), synchronization distortion, and Doppler-
correction distortion (because it is assumed that any frequency error intro-
duced by the local oscillators in Figure 8 can be compensated or corrected
by the Doppler-correction circuit in the demodulator)., The HF transmitter
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distortions are usually small enough to have negligible effect on the

system performance, however, and may therefore be ignored.

3.4 Transmitting Antenna

Both transmitting and receiving antennas can be characterized in

terms of the following major electrical characteristics:

Antenna Characteristics

(1) Size (in wavelengths)
(2) Gain |
(3) Bandwidth

(4) Steering

The electrical size of an antenna can be spécified in terms of its
maximum dimension in wavelengths: ‘small if less than 0,1 Wavé-
lengths, medium for 0.1 to 1.0 waveleng‘tKhs, and large if more than
1.0 wavelengths. For a given electrical size, the physical size is
inversely p’roportional to fréquéncy. The gain of an antenna relative
to a half-wavelength dipole can be rated ldw‘up to‘3 dB, medium from
3 to 8 dB, and high for moré than 8 dB. Thé‘bahdwidth of ﬂan antenna
(with fixed tuning) can be rated in terms of the ratio of its high and low
3-dB frequencies: small for ratios up to1 .‘1, medium for ratios up to
2, and large for higher ratios. The azimuthal electrical or mechanical
steering capabilities of an antenna can be rated as none, partial, or
complete (360°). '

The types of antennas‘that are commonly used in HF transmitting

and receiving applications (Jasik, 1961) are:
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Types of Antennas

(1) Dipole

(2) Whip

(3) Long wire

(4) Vv

(5) Rhombic

(6) Broadside (curtain)

(7) End fire (Yagi)

(8) Log periodic

(9) Wire /cap/notch (aircraft)

A dipole antenna is typically one-half wavelength in size, horizontally
polarized, and easy to install, It has a broad bidirectional azimuthal
pattern with low gain, A dipole antenna has a narrow bandwidth, is
usually not tuned, and consequently is restricted to a single narrow
frequency band in transmitting operation. Mechanically steerable dipoles
are practical at frequencies above about 10 MHz, but are rarely used.

A vertical whip antenna, usually used on a vehicle, is physically
small and simple to install, It has an omnidirectional, low-gain pattern
which is usually desirable in mobile applications. However, it has a
small bandwidth, requires tuning to change frequency in the HF band, and
can be inefficient (lossy) in the lower frequency end of the HF band.

A long-wire antenna is medium to large in size and usually easy to
install, The number of radiation-pattern lobes increases with the length,
with the strongest lobes of a straight wire nearest its axis, The strong-
est lobe gain increases with antenna length and ranges from low to medium,
An unterminated long-wire antenna has a small bandwidth, requires tuning,
cannot be steered, and has a radiation pattern that changes with frequency.

A V antenna is formed from two straight long-wire antennas that are
driven at the apex of the V., The angle of the V is chosen so that the major
lobes of the two long-wire legs reinforce each other. A V antenna is
medium to large in size, with a gain that ranges from low to medium-large,

32




An unterminated V antenna has a bidirectional pattern, narrow bandwidth,
and requires tuning, A V antenna with proper resistive terminations is
unidirectional, has a medium to large bandwidth, but is not practical to
steer,

A rhombic antenna, formed by joining two V antennas at their open
ends, is driven at one end and terminated by a suitable resistance at the
other end. It is large in size, typically several wavelengths per side,
and has a unidirectional pattern, It usually has a large gain and medium
to large bandwidth, but cannot be steered.

A broadside antenna is formed in general from a matrix (curtain) of
driven elements, usually dipoles, in a vertical plane. The elements are
driven in phase to form a bidirectional pattern. The antenna can be
made unidirectional with greater gain by including a reflecting curtain,
A broadside antenna is large in size and has a medium to high gain., It
has a narrow bandwidth, is not practical to tune, and consequently is
restricted to a single narrow frequency band of operation. Mechanical
steering is impractical, but limited electrical steering (beam slewing)
is possible,

An end-fire antenna is formed from a number of coplanar elements
that are excited to form a pattern with the main lobe in the plane of the
elements, It is medium to large in size. The commonest end-fire
array is the Yagi antenna, which consists of a set of parallel dipoles,
One or more of the elements are driven while the remainder (usually the
majority) are parasitically excited by the fields of the driven elements.
The lengths of the dipole elements are tapered to form a unidirectional
pattern with medium to high gain. An end-fire antenna has a narrow
bandwidth, is not practical to tune, and consequently is restricted to a
single narrow frequency band of operation, Electrical steering is im-
practical, but complete (360°) mechanical steering is practical at
frequencies above about 10 MHz,

A log-periodic antenna is formed from a set of parallel dipole
elements whose center form a line, The electrical size and spacing of
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adjacent elements change logarithmically along the line, and all of the
elements are driven. A log-periodic antenna is medium to large in size
and has a medium to high gain, The bandwidth of a log-periodic antenna
is approximately equal to the ratio of the size of the largest element at
one end of the array to that of the smallest element at the other end. Its
bandwidth typically is large and can be made to cover the entire HF band,
thus requiring little or no tuning. A log-periodic antenna is not electri-
cally steerable, but complete (360°) mechanical steering is practical if
the antenna is designed for frequencies above about 10 MHz.

In HF aeronautical mobile communication, the entire metal aircraft
is used as an antenna, Wire, cap, or notch coupling is used to connect
the aircraft with the transmitter or receiver. In slower aircraft, wire
coupling is obtained by driving an external wire (mounted or trailing)
against the aircraft structure. In faster (jet) aircraft, where the aero-
dynamic drag of an external wire is undesirable, cap or notch coupling
can be used. Cap coupling (Granger, 1950) is obtained by driving an
electrically insulated portion of the aircraft structure, such as a wing
tip or the vertical fin, against the remainder of the structure., Notch
coupling (Tanner, 1958) is obtained by driving the open end of a notch in
an edge of the metallic aircraft structure, such as the faring in the lead-
ing edge of the fin or the fillet in a trailing-edge wing root. The notch is
fared with nonconducting material to maintain aerodynamic efficiency.
All three types of coupling, wire, cap, and notch, can be made electri-
cally efficient (low loss). The notch, even though a small fraction of a
wavelength in size, is efficient because of its location in a high rf current
density portion of the aircraft. Aircraft antenna patterns depend on the
size and shape of the aircraft relative to the HF wavelength, and conse-
quently change with frequency. Aircraft antennas have low gain, narrow
bandwidth, and require tuning. Steering can be accomplished only by
turning the aircraft,

The only equipment distortion that a transmitting antenna introduces is
filtering distortion imposed by its generally frequency-selective response.
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4, HF CHANNEL

4.1 Propagation Characteristics

The ionosphere is a portion of the earth's atmosphere that is ionized
by solar radiation. It extends in altitude from about 50 km to several
hundred km and higher, The free-electron density as a function of
altitude typically has variations called layers: the D, E, Fl’ and F2
layers. An HF transmitted signal propagates to a receiving antenna by

reflection from one or more of the upper layers: E, F,, and F2 (Davies,

1965). The reflections (actually refractions) are prodliced by the inter-
action between the signal field and the free electrons. In general, the
signal can propagate to the receiver via several major modes: e.g.,

a single reflection from an F layer (a 1F mode), a double reflection from
an F layer with an intermediate reflection from the earth (a 2F mode),

a double reflection from an F layer with an intermediate upward reflection
from the E layer (an M mode), etc.

Figure 9(a) presents a hypothetical example of the delay (propagation)
times for‘ 1F and 2F modes as functions of frequency (an oblique iono-
gram) for a quiet ionosphere (explained later). In general, each mode
contains both low and high rays which merge at the maximum frequency
for that mode, The largest of these is usually called the MUF (maximum
usuable frequency). Both high and low rays contain ordinary and extra-
ordinary components produced by the earth's magnetic field, The
propagation times of the ordinary and extraordinary components are
essentially identical for the low rays, but may be significantly different
in the high rays. For each of the magnetoionic components, dispersion
can be defined as the negative of the derivative of the propagation delay
with respect to frequency; i.e., the negative of the slope of each curve
in Figure 9(a). It can be seen then that the low rays have no significant
dispersion, except near the maximum frequency of the mode, while the

high rays exhibit significant dispersion. However, over the bandwidths
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of typical HF digital systems (<12 kHz), the high-ray differential delay
from the low to the high end of the signal band is quite small compared
to the differential delays between the low and high rays and between
different major modes. Consequently, the high-ray dispersion is not
important practically.

The propagation modes that exist for any HF radio system depend on
the time (state of the ionosphere), the transmitter-receiver distance,
and the operating frequency. The differential delay between the shortest
and longest propagation paths depends on both transmitter-receiver
distance and operating frequency. This dependence, which was deter-
mined experimentally from a number of oblique ionograms (Bailey, 1959;
Salaman, 1962), is illustrated in Figure 10, For each transmitter-
receiver distance, d, the maximum differential delay, A'rm, increases
monotonically as the operating frequency, fo, decreases below the
maximum usuable frequency, fM' Each curve itself has a maximum,
with the maxima of the various curves forming the loci of the dashed
curve, A'r;n. The maximum differential delay, A"r;n, varies with
transmitter-receiver distance, d, as shown in Figure 11,

The ionosphere always has a turbulent structure that affects the signal
on each propagation mode or path in two ways: it modulates the signal in
both amplitude and phase in a random fashion, thus generating sidebands
that scatter or spread the signal in frequency; and it scatters or spreads
the signal in time. When the turbulence is relatively mild (the usual
case), the ionosphere is said to be quiet, and the major effect of the
turbulence is to scatter the signal in frequency (produce fadingl) on each
mode while producing no significant scattering in time., Each propagation
mode then is essentially discrete in time, as illustrated by the curves
in Figure 9(a). When the turbulence is more severe, a spread-F condi-

tion exists, The more severe turbulence still scatters the signal in

1 The radio signal fading produced by ionospheric turbulence is similar
to the scintillation of star light produced by tropospheric turbulence.
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frequency, usually by a larger amount (a higher fading rate), but also
scatters the signal in time by a significant or substantial amount, as
illustrated by Figure 9(b). Each propagation mode or path that is
essentially discrete in time with a quiet ionosphere in effect is replaced
under spread-F conditions by a multiplicity of faster fading paths with
different generally larger closely spaced delays (a time continuum of
paths)., Spread-F conditions exist part of the time predominantly in
high-latitude and equatorial regions of the earth,

In addition to the time scattering imposed on a signal by multipath
propagation, and frequency scattering imposed by the fading on each path,
the generally increasing or decreasing heights of the ionospheric layers
(greatest near sunrise and sunset) will introduce generally different mean
Doppler shifts on the various multipath signal components., Doppler
shifts and frequency spreads range from about 0,01 Hz to 1,0 Hz with
a quiet ionosphere, but range up to 10 Hz or more under spread-F

conditions,

4.2 Channel Model

The multipath, Doppler, and fading characteristics of the ionosphere
affect the performance of an HF digital radio system in ways that can be
described and evaluated most effectively in terms of an HF channel model,
Figure 12 is a diagram of an experimentally validated HF channel model
(Watterson et al,, 1970) for a quiet ionosphere, The transmitted signal,
x(t) in complex-envelope notation, feeds an ideal delay line and appears
at a selectable number of taps with adjustable delays, {Tp}, where p=1
2, 3, ..., Pis an integer that numbers the paths, In general, one tap
or path is used for each magnetoionic component, The signal at each
tap, x(t-'rp) at the pth tap, is multiplied (modulated in amplitude and
phase) by a complex, baseband, random, path-gain function, gp(t). The
delayed and modulated multipath signal components are summed in

general with noise and interference, n(t) and i(t) respectively, to form
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Figure 12, HF channel model.

the received aggregate, y(t). The functions n(t), i(t), and y(t), like x(t),
are complex envelope functions that are defined with respect to the same
rf reference frequency, f..

The channel model in Figure 12 excludes dispersion because it is not
significant over bandwidths typical of HF digital systems (<12 kHz), If
dispersion were significant, it could be included in the model by incor-
porating all-pass dispersion filters in each path immediately preceding
the path-gain multiplier,

From Figure 12 it can be seen that

P
yit) = f_;gp(t)x(t-wp) + n(t) + it) . (32)
p:

The complex, time-varying, impulse response of the channel, x(t) to y(t),
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is
P
h(r,t) = Z; OISR (33)
p:

where 6(7) is the Dirac delta function, The Fourier transform of h(r,t)

on T is the complex time-varying frequency response of the channel,

P
H(f,t) = ng(t)exp(-jzmpf) . (34)
p=1

Because each path-gain function, gp(t), is a random process, it must
be described in terms of its statistical parameters. In the experimental
validation of the HF channel model, it was shown that the path-gain
functions are independent Gaussian-scattering (Rayleigh-fading) processes
with generally different mean Doppler shifts, Specifically, it was shown

that each complex path-gain function is accurately described by

g, = g gWexpliznyt) (35)

where g O(’c) is a stationary, zero-mean, circular, complex-Gaussian

process®, and \)p is the mean Doppler shift on the path, If

_ *
Cp(At) = E[gp(t)gp(t+ At)] (36)

is the autocorrelation of the path-gain function, then it was shown that

its Fourier transform, the power spectrum of gp(t), is

C,(0) -(\)-\)p)z
v = ——— exp |———]| , (37)
p 21 O 20
p p

2A stationary, zero-mean, circular, complex-Gaussian random process
has real and imaginary components that are independent, stationary,
zero-mean Gaussian processes with identical even power spectrums,
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where 20p is defined as the frequency spread (approximately the fading
rate) on the path., Equation (37) is illustrated in Figure 13, It can be
seen that the statistical characteristics of the path-gain function, gp(t),
are completely specified by three parameters: the path power gain,
Cp(O) {or the path attenuation in decibels, Ap: -101og[Cp(0)] }; the path
Doppler shift, \)p; and the path frequency spread, 20p,

Each path as described above represents one magnetoionic component
when the two magnetoionic components in a high ray or low ray have
significantly different delays, Doppler shifts, or frequency spreads; i.e.,
when their differential delay is a significant fraction of the reciprocal of
the bandwidth of the channel being modeled, when their differential Doppler
shift is a significant fraction of their frequency spreads, or when their
frequency spreads are significan’tly differenf. When the delays, Doppler
shifts, and frequency spreads of the two magnetoionic components are
nearly the same, as they typically are on daytime F-layer low-ray modes,
then a single path can represent both magnetoionic components,

The channel can be described in a similar way. The channel

correlation function is defined by
R(Af, At) = E[H™(f,t) H(f+ AL, t+ At)] . (38)

The channel scatter function is defined as the double Fourier transform

on Af and At of R(Af,At), which for the model of Figure 12 is
P
s(r,v) = E Slremp)v(v) (39)
p=1

Equation (39) is illustrated in Figure 14 for a hypothetical channel with
1F and 2F low-ray modes where the two magnetoionic components in each
mode have essentially identical delays, Doppler shifts, and frequency
spreads, ‘
Because gp(t) and H(f,t) are dimensionless, their autocorrelations,
Cp(At) and R(Af, At), are also dimensionless, Cp(O) is the power gain on
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Figure 13, Path-gain spectrum,

Figure 14, Hypothetical channel scatter function.
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the pth path, while R(0, 0) is the channel power gain, Therefore, vp(\))
and s(t,v) are power-gain density functions: vp(\)) is the ratio of the
output signal power per unit frequency interval received over the pth

path to the channel signal input power, and s(T,v) is the ratio of the output
signal power per unit frequency interval and per unit time interval over
all paths to the channel signal input power. Each path can be viewed as

a continuum of infinitesimal specular (nonfading) paths with a common
delay, different frequency shifts with equal adjacent infinitesimal spacings,
and random phases, where the magnitudes of the infinitesimal specular
components are proportional to m, the square root of the channel
scatter function in (39). Because each fading path is a Gaussian-scatter-
ing process, the channel is a Gaussian-scattering process; i.e., the
signal carried by each path and the total signal carried by the channel
exhibit Rayleigh fading (the magnitude of the received signal envelope
has a Rayleigh density function).

The preceding validated channel model applies only to a quiet iono-
sphere (the usual case) where the propagation modes are essentially
discrete in time, Under spread-F conditions, the model presumably
could be modified by replacing the time-discrete &(t -rrp) in the channel
scatter function, (39), with a suitable nondiscrete time-scatter function,

possibly the exponential function

E—l—eXp[-('r-Tp)/pp] s T =T

p
up('T) = p > (40)
0 s
T< 'Tp

where Pp is the time spread on the '

'path' (analagous to the frequency
spread, 20p), Such a model has not been validated, however,

From the preceding descriptions of the propagation characteristics
of the HF channel and the HF channel model, it can be seen that the types
of distortion that an HF channel can impose on a signal can be classified

as follows:
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Types of Channel Distortion

(1) Additive
(a) Noise
(i) Thermal (Gaussian)
(ii) Impulsive (atmospheric, man-made)
(b) Interference (unwanted signals)

(2) Multiplicative

(a) Time scatter (frequency selective)
(i) Differential delay (multipath)
(ii) Dispersion (assumed negligible)

(b) Frequency scatter (time selective)
(i) Differential Doppler (multipath)
(ii) Fading

When a channel has a single pfopagation path with a delay, Ty and a
Doppler shift, Vi the channel does not impose any delay distortion
because it is assumed the demodulator can compensate for the delay by
suitably synchronizing to the. single-path signal. However, with two
or more propagation paths with different delays, the multipath propaga-
tion introduces a differential-delay distortion (2ai above) even with
optimum receiver synchronization.

In an analagous way, when a channel has a single propagation path
with a delair, Ty and a Doppler shift, Vi s the channel does not impose
any Doppler distortion because it is assumed the demodulator can
compensate for the Doppler shift with a suitable Doppler-correction
circuit (as it is assumed to do for equipment frequency errors). How-
ever, with two or more propagation paths with different Doppler shifts,
the multipath propagation introduces a differential-Doppler distortion

(2bi above) even with optimum Doppler correction.
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5. RECEIVER

5.1 Receiving Antenna

It is common practice in HF communications to use either the same
antenna or antennas of similar design for both transmitting and receiving.
The classifications and descriptions of HF transmitting antennas that were
presented in Section 3.4 therefore also apply to HF receiving antennas,
and do not need to be repeated., However, HF antennas sometimes are

designed and used for receiving only because of three advantages:

Advantages of Receiving Antennas |

(1) Lower power
(2) Smaller size

(3) Adaptibility

The rf powers handled by receiving antennas are many orders of
magnitude lower than those handled by transmitting antennas. Conse-
quently, the high-voltage insulation and corona problems that must be
considered in transmitting antenna designs are not present in receiving
antenna designs, which usually simplifies the physical design.

In general, an HF antenna with a given pattern can be made physically
smaller for receiving applications, because the decreased efficiency
(greater fractional power loss) that usually accompanies the smaller size
can be tolerated in HF receiving applications. A more lossy antenna can
be tolerated because the ambient atmospheric noise level is usually
substantially greater than the thermal noise level in a receiver with a
low noise figure (CCIR, 1964); i.e., the power loss in the receiving
antenna reduces both the signal and atmospheric noise levels at the HF
receiver input, but does not significantly change the signal-to-atmospher-
ic -and-receiver-noise ratio, provided the loss is not excessive, An
example of a smaller size, single-element receiving antenna is an untuned

loop that is a small fraction of a wavelength in diameter, Arrays of such
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elements can be used to provide gain and directivity.

Antenna adaptibility can be defined as the ability to change electri-
cally the pattern or steering of an antenna, While adaptive transmitting
antennas can be and are used, adaptibility is generally easier to obtain
in a receiver-only antenna: the outputs of the several antenna elements
can be electrically controlled over a large range of amplitude and 360°
of phase shift 'by suitable low-level active circuits to provide greater
versatility in both pattern shape and steering.

Receiving antennas, like transmitting antennas, introduce filtering
distortion imposed by their generally frequency-selective responses,
Adaptive receiving antennas with active circuits may also introduce
other types of equipment distortion (p. 8), such as thermal noise and

interference, that depend on their design.

5.2 HF Receiver

A typical HF receiver is illustrated in Figure 15. It consists of a
tunable band-pass HF amplifier followed by a first frequency converter, t
a fixed-tuned band-pass first-IF amplifier, a second frequency converter,
and a fixed-tuned band-pass lower frequency second-IF amplifiér that
delivers the receiver output aggregate (signal and distortion) to the
demodulator, Some receivers use three ffequency converters, each
followed by a fixed-tuned band-pass IF amplifier, The first local-
oscillator fréquency is adjusted with the HF amplifier tuning to tune the
HF receiver to the desired HF signal frequency. The frequency trans-
lations in the HF receiver nominally restore the signal pulse trains to
the frequencies at which they were generated in the modulator, usually
in the ELF range, ‘

The HF amplifier, which is tuned to the signal frequency, provides
image rejéction for the first converter and suppresses out-of-signal-
band interference which otherwise, if sufficiently strong, might overload

the receiver. The HF ampiifier is usually designed to have a low noise
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