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Abstract—We demonstrate that the optimal audio signal pro-
cessing frame duration in oracle binary masking and oracle
magnitude restoration is determined by joint minimization of
two antagonistic artifacts: temporal blurring (which increases
with frame duration and log-spectral-error change per unit time
(which decreases with frame duration). This is novel — the
factors underlying the empirical optimization of frame duration
have not been previously identified. S ignal s tationarity alone
cannot explain the existence of an optimal frame duration.
Stationarity can explain why a frame duration is too long, but
it cannot explain why a frame duration is too short.

We introduce a method for measuring the stationarity of
an audio signal. We then use this essential tool along with
measurements, modeling, and analysis in order to identify the
two underlying factors that cause there to be an optimal frame
duration. In addition we show that when recovering s from
the mixture y = s + n with oracle binary masks or oracle
magnitudes, the stationarity of s and the stationarity of n have
opposite influences o n t he o ptimal f rame d uration. Increasing
the stationarity of s increases optimal frame duration but
increasing the stationarity of n decreases optimal frame duration.
Stationarity alone cannot explain these opposing influences but
our results do.

Index Terms—frame size, oracle binary mask, source separa-
tion, speech enhancement, stationarity

I. INTRODUCTION

Separating mixtures of acoustic signals into a desired por-
tion (often speech) and an undesired portion (often environ-
mental sounds or competing speech sources) is an important
audio signal processing problem. The problem is commonly
addressed by first transforming groups of time-domain samples
(called frames) into the frequency domain for further process-
ing. The appropriate time-duration for these frames is selected
empirically — frames that are too long or too short produce
bad-sounding results. Published observations on optimal frame
duration connect it to signal stationarity. Stationarity is indeed
a factor, but it fails to fully explain the existence of optimal
frame durations.

We show that the optimal audio signal processing frame
duration in oracle binary masking and oracle magnitude
restoration is determined by joint minimization of two antago-
nistic artifacts: temporal blurring (which increases with frame
duration and log-spectral-error change per unit time (which
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decreases with frame duration). The use of oracle masks and
magnitudes enables us to uncover the intrinsic effects of frame
duration, unencumbered by its effects (including frequency
resolution) on mask estimation or magnitude estimation. These
intrinsic effects are common to both binary mask-based and
magnitude-based separation, and are present even in the best-
case scenario where binary masks or magnitudes are perfectly
estimated. The use of oracles here is properly motivated and
it achieves the intended goal, but it may also weaken the
connection between these results and practical applications.

We continue with background on the separation problem
and discussion of existing results on optimal frame sizes and
stationarity of speech signals. Next we discuss the issues
inherent in measuring stationarity. We develop the stationarity
index 1 which is an essential tool for this work. We present
speech quality versus frame duration (7) curves to demon-
strate that the optimum frame duration (7,,;) is an increasing
function of signal stationarity and a decreasing function of
noise stationarity when using an oracle binary mask (OBM)
or oracle magnitude recovery (OMR). We report that power
concentration, signal lost, and noise admitted respond weakly
to 7 and cannot account for a significant portion of the
measured quality range. Our mathematical analysis of OBM
and OMR leads us to a convolutional viewpoint and we find
that a very simple convolutional noise model reproduces nearly
all of the observed speech quality effects. We then identify,
describe, and measure two antagonistic effects. One effect
produces worse artifacts with increasing 7 and the other effect
produces worse artifacts with decreasing 7. Thus quality is
maximized by finding the compromise 7 value that minimizes
the perception of these two artifacts combined.

This paper does not propose a new method for selecting
frame durations, it does not suggest new frame durations, and
it does not propose new algorithms for separation. Instead it
explains the existence of optimal frame durations when the
issues of mask or magnitude estimation have been removed
from the problem.

II. BACKGROUND

The earliest work on separating audio signals is [1]-[3],
a very small but broad sampling of subsequent contributions
can be found in [4]-[9], and the more recent comprehensive
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treatments [10], [11] provide hundreds of additional citations.
Machine learning approaches are effective (e.g., [12]-[14]) and
may eventually eliminate the need to understand signal pro-
cessing details but there remains value in better understanding
the properties of the classic building blocks of the field, as in
this paper.

Time-frequency representations are key to this work. Let
x be a vector of real-valued time-domain audio samples and
X be the corresponding matrix of complex time-frequency
samples. We use

X = F(m77—77—87TT7f8)5 T = Fﬁl(XaTa7—87TT7fs) (1)

to concisely represent this relationship, parametrized by frame
duration 7, frame stride 75, and DFT length 71 (all in units
of time) and sample rate fs. This parameterization emphasizes
that we are concerned with the time duration of frames rather
than the number of samples in frames. [ applies a square root
Hann window after framing and before DFT. F'~! applies the
inverse DFT followed by the square root Hann window as
part of the overlap-and-add (OLA) process. This allows exact
reconstruction of x with the exception of a fraction of the
initial and final frames. Each column of X contains %-TT—Fl
complex frequency-domain samples that cover DC to Nyquist.

Given signal s, noise n, and their sum y = s + n, use
(1) to produce S, N, and Y. In mask-based separation a
binary mask is multiplied (element-by-element) with Y to
form S, thus passing some complex values in Y unchanged
and replacing others with zero. The challenge is to estimate a
mask that makes S a good approximation to S. Alternately,
when magnitude recovery is used, we modify the magnitudes
of the values in Y to produce S with the goal that they
approximate the magnitudes in S. The phases in S remain
the same as those in Y. In this approach the challenge is to
estimate the magnitudes in .S so they can be used in S. In
either approach the output is § = F~(S, 7,75, 71, fs).

The literature supporting these two families of work is vast
and researchers have empirically found the range of frame
durations 7 that provide the best sounding results, while
also considering algorithmic delay and efficient (power-of-
two) transform lengths. Discussion in [11] points to Fig. 5
in [15] which shows that maximum signal-to-distortion ratio
is achieved for 7 = 54 ms (1200 smp) for speech and 186
ms (4100 smp) for music in the case of separation by oracle
binary masks in the modified discrete cosine transform domain
(fs = 22,050 smp/s). The authors of [15] offer that “This is
likely to be because music is more ‘stationary’ than speech.”

In [16] three figures of merit were considered in the
mask-based separation of speech signals with f; = 16,000
smp/s. All three were maximized by frame size 1024 smp,
corresponding to 7 = 64 ms. Three other figures of merit
were applied to a two-channel speech separation algorithm
(fs = 11,025 smp/s) in [17]. A search for optimal frequency
resolution led to the range 10 to 20 Hz, corresponding to the
range 7 = 46 to 93 ms. The authors add that “The average
stationary period of a speech signal is around 40 ms ...” and
they refer to [18].

Together these empirical optimization results for speech
suggest frame durations between 46 and 93 ms. Values in this
range are commonly seen in published algorithms and authors
commonly suggest connections between these results and the
stationarity of the signals.

Some numerical statements on the stationarity of speech
have been published as well. A statement regarding the appli-
cability of the “DTFT representation” in speech processing
[10] (p. 31) gives the range 10 to 30 ms because during
that time interval “...the properties of speech do not change
much.” Reference [18] mentions several values between 15 and
40 ms as suitable frame durations for speech processing. In the
specific context of autocorrelation and Fourier transforms [18]
states that (p. 54) “...20 and 40 ms often bring good results
for female and male voices, respectively.” If we interpret these
as statements on the stationarity of speech, the full range of
stationarity values reported covers 10 to 40 ms.

The intuition that the optimal frame duration 7, is linked
to signal stationarity is sound but incomplete. The relationship
is far from trivial and the ways in which signal stationarity
drive 7, is a topic worthy of investigation. First note that the
ranges reported for stationarity (10 to 40 ms) and 7,,; (46 to
93 ms) are actually disjoint. Note also that while stationarity
may provide an argument for an upper limit on suitable T
values, it does not speak to a lower limit.

Additional proof that the relationship between stationarity
and 7,,; needs explanation is provided in the following exam-
ple. Given y = s+mn, the task of recovering s from y, and the
ability to use oracle magnitudes or masks, independently adjust
the stationarity of s and n and find the optimal frame duration
Topt- As the stationarity of s increases 7,,; increases as well.
But as the stationarity of m increases 7,,; decreases. We will
explain the sources of these opposing trends by identifying the
additional, more immediate, factors that actually drive 7.

III. MEASURING STATIONARITY

A stochastic process x(t) is stationary if “z(t) and (¢t + ¢)
have the same statistics for any ¢” [19]. Any signal produced
by a physical process is always evolving at least minutely
and measurement noise is always present. This means that the
statistics of a real audio signal can never be exactly “the same.”
But we can adopt thresholds in order to identify temporal
regions where audio signal statistics are “approximately the
same” and call these regions of “approximate stationarity.”

Audio signal statistics show slow evolution across some
time windows and abrupt changes at other points in time. So
in any audio signal the lengths of the regions of approximate
stationarity will cover a distribution. When a single value of
“stationarity” is needed it is natural to convert this distribution
to a value by using a measure of central tendency. Thus
when a single time value describes the stationarity of an
audio signal, that value would be most precisely labeled as
a “mean approximate stationarity value,” for example. Such
values will depend on the specific statistics used, the number of
audio samples used to compute those statistics, the thresholds
adopted, and the measure of central tendency used.
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We developed a simple yet effective stationarity index ). We
provide a narrative description here and we provide pseudo
code at [20]. We based ¢ on log variance and the lag 1 to
12 autocorrelation coefficients since they are very descriptive,
relevant, and ubiquitous in audio signal processing. We calcu-
late each statistic over 5 ms. This window length represents
a compromise between robust statistics (longer windows)
and temporal resolution (shorter windows). We advance that
window one sample for each new calculation. The result is
thirteen sequences of statistics. Next we find contiguous blocks
of windows where none of the thirteen statistics changes by
more than the specified thresholds. We then filter the resulting
blocks to remove very low power blocks because these are
irrelevant from an audio signal perspective. We also remove
blocks that are shorter than 10 ms because in these blocks the
5 ms windows are overlapping and that overlap compromises
the tests for changes in statistics between windows.

The fraction (R;) of the original audio samples that are in a
surviving block is a unitless measure of the level of approxi-
mate stationarity. The average duration of the surviving blocks
(Lp) is a measure of the average duration of approximate
stationarity. It is natural and useful to combine the level and
duration factors to arrive at an index of stationarity v = Ry Ly
which has units of time.

The index 1 is an essential tool for the work that follows.
It is objective and quantitative and it produces values con-
sistent with those less objective values seen in the literature
surrounding statements about “typical” or “ average” speech
stationarity, or speech “not changing much” over a time
interval. We computed ¢ for each of 260 recordings from 13
different talkers, each saying 20 sentences taken from [21].
Values ranged from 7 to 29 ms and per-talker averages ranged
from 10 to 20 ms. Two male talkers recorded the same 20
sentences and consistent with intuition, the more relaxed talker
produced an average v value of 20 ms while the talker who
rushed produced an average v value of 13 ms. We created
lower and higher stationarity speech sets by sorting the 260
recordings according to increasing . We defined the first and
last quarters (65 recordings each) to be the sets W, (i) range
7 to 12 ms, mean 9.7 ms) and Uy (¢ range 19 to 30 ms,
mean 21.8 ms).

We analyzed noise recordings and found ) values of 13
ms for high-activity office noise, 24 ms for coffee shop noise,
and 61 ms for monotonous sounding saw noise. This trend
agrees with perception. As expected, ¥ goes to oo (or length of
signal) in the case of computer-generated white noise. Adding
noise to speech can increase or decrease ¢ depending on the
noise type. Analysis of music examples also produced intuitive
results. We found ¢ values of 13 ms for up-tempo electronic
percussive dance music, 18 ms for percussive jazz, 60 ms for
a slow waltz played by strings, and 188 ms for a sustained
modulated flute note.

IV. QUALITY AS A FUNCTION OF FRAME DURATION

We seek to understand what limitations the choice of frame
duration 7 places on the binary mask and magnitude recovery

algorithms. Toward that end we use oracle masks or oracle
magnitudes. There are countless techniques for estimating
masks or magnitudes and each may display its own response to
7. By adopting oracles we eliminate any assumptions about the
behavior of these estimation techniques. Mask and magnitude
estimation certainly depend on 7, but we show that a very
strong 7 dependence remains after they have been completely
removed from the problem.

Consider s, n, and y = s + n, along with S, N, and Y
defined via (1). The 0 dB OBM M has the same size as Y
and each element is defined as

|Szk| > |N1k‘ — M. = 1,

otherwise, M ;. = 0. 2)

Element-by-element multiplication applies the mask M to Y
to produce S. The mask passes only those time-frequency
elements of Y where the power in S exceeds the power in
N. The time-domain OBM output is produced by

t§OBM:F171(Yv'-1\477-77-‘5‘7TT?.fS)' (3)

In OMR, S is formed from the magnitude of S and the
phase of Y,

'§OMR:F_1(|S|'ejéY7T7TS7TT7fS)7 (4)

where phase angle extraction (£), multiplication, and expo-
nentiation are again element-by-element.

To study the effect of 7 we used the 65 lower-stationarity
speech signals in Wy (mean ¢ = 9.7 ms) and 65 higher-
stationarity speech signals in ¥y (mean 3 = 21.8 ms). We
mixed speech with coffee shop noise (1) = 24 ms), saw noise
(¥ = 61 ms), and white noise (¢p — co ms) at 0 dB SNR.

We applied OBM and OMR and evaluated the resulting
speech quality using the POLQA [22] and the wideband
PESQ [23] speech quality estimation algorithms. PESQ results
showed the same trends as POLQA results, so for conciseness
and clarity we display only POLQA results here. Thus “op-
timal” refers to a peak in POLQA or PESQ speech quality
values, confirmed by informal listening tests. We repeated all
work at fy = 48,000, 16,000, and 8000 smp/s to confirm that
frame duration, not samples-per-frame, was driving results.
Peaks appear at similar 7 values and small differences are
consistent with the bandwidth limitations imposed by the
lower sample rates. For conciseness and clarity we show only
results for 48,000 smp/s.

To mitigate time-domain aliasing [24] we experimented
with DFT lengths 7= 7, 27, and 47 (accomplished by zero
padding). We found that moving from 7 to 27 increased quality
measurably, but increasing to 47 showed no clear additional
benefit. Thus we adopted 7= 27. We also experimented with
frame stride 75 = 7/2,7/4, and 7/8. We found that stride
influences speech quality much more weakly than transform
length and we adopted the commonly used value 7¢ = 7/2.

Fig. 1 shows speech quality values for six cases of speech
and noise in the OMR case. The nominal scale for the
POLQA MOS-LQO (speech quality) values is 1 (bad) to
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5 (excellent), so peaks can be used to find 7,,. For all
three noise environments the more stationary speech in Uy
produces slightly higher values of 7,,; than the less stationary
speech in V. Coffee shop noise produces the highest values
of 7o, and saw noise produces slightly lower values, due to
its higher stationarity. White noise produces even lower values
of Topt, due to its much higher stationarity. The quality results
can be confirmed by listening to example audio files [20]. The
OBM case produced similar results.
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Fig. 1. Speech quality as a function of frame duration (7) for OMR case.
Noise types are coffee shop (blue), saw (red), and white (gold). Dashed
and solid lines show lower and higher stationarity speech (Vy and W)
respectively. See text discussion on opposing trends in Top¢ With respect to
stationarity of signal and noise.

We also measured signal power removed by the mask,
noise power admitted by the mask, and (inspired by [17])
power concentration, each as a function of 7. These show
weak effects with extrema located in similar but not identical
locations as in Fig. 1. Signal power removed, noise power
admitted, and power concentration measure how amenable
signals are to separation in the oracle case, and there is indeed
a mild dependency on 7. However the range of quality shown
in Fig. 1 is dramatic and not consistent with the modest
changes in signal lost, noise admitted, or power concentration.
In a separate test we adapted mask thresholds and input SNR
so that signal lost and noise admitted remained constant as
we varied 7. Resulting quality curves showed nearly all of the
quality range seen in Fig. 1. These results make it clear that 7
drives artifact levels directly in a strong way, and has a much
weaker indirect influence via signal separability.

V. SIMPLE MODEL CAPTURES MAJORITY OF EFFECTS

To understand the main factors that drive 7,,;, we simplify
the situation by invoking a model that closely reproduces the
results seen in Fig. 1. OBM and OMR can be unified in the
sense that in both cases the time-frequency representations of
the original signal S and the recovered signal S are related
through element-by-element multiplication

S=5-G. 5)

In the OBM case
Git = (1+ Nit/Six) - M, (6)
and in the OMR case

G = eI Pix ¢, = arctan(sin(6;1), ||Jilk|| + cos(6;x)),
ik
Oi = LNy, — LSk,
@)

where arctan( - , - ) indicates the four-quadrant arctangent
function. The elements of G are complex. In the OBM case
they satisfy 0 < |Gk < 2. In the OMR case they satisfy
|G| = 1.

We can apply the inverse DFT to each column of each ma-
trix in (5) to produce matrices St, S:, and G;. Each of these
contains a single time-domain frame in each column and OLA
can then convert these to time-domain vectors. Frequency-
domain multiplication is equivalent to circular convolution in
the time domain, so (5) can be written

St = St*Gt, (8)

where * indicates circular convolution of the corresponding
columns of S; and G;. Equation (8) makes it clear that each
recovered frame is an original frame convolved with a noise
source that is the inverse DFT of (6) or (7). As expected, both
expressions for G depend on SNR. In both the OBM and
OMR cases, as the noise vanishes G goes to all ones and G,
becomes the convolutional identity.

For OMR the power in G (7) is exactly constant, hence
the power in G, is as well. Yet the choice of 7 can cause
the resulting quality to range from near bad to near excellent.
In OBM the power in G (6) is self-limiting. As input noise
increases, |IN;x| / |Sik| tends to increase but the mask M
contains more zeros and this compensates. We reduced the
input SNR from +40 to -10 dB (a 50 dB increase in noise)
and the average power in G, increased by just 19 dB (with 7 =
21.3 ms). The average power in G; is also largely invariant
to 7. Using coffee shop noise at 0 dB SNR, we swept 7 from
1 to 1000 ms and the average power in G; changed by just
2.8 dB. And for 10 < 7 < 100 ms the power changes by
only 0.9 dB. We have experimented with holding the power
in G, constant while changing 7, and speech quality results
are similar to those in Fig. 1. This shows that changes in the
power of the noise G; do not explain the existence of Top;.

So for both the OBM and OMR cases it is clear that noise
power is not driving quality. Therefore quality must be driven
by either the distribution of noise values in G or by the frame
duration 7. In order to separate these two factors we next
introduce a model for the convolutional noise G; that uses
distributions that are independent of 7.

We analyzed G for both OBM and OMR in the case of
coffee shop noise at 0 dB SNR. The distributions are similar
and are easy to model without any dependence on 7. In this
model, all samples are normal, the first sample of each frame
is drawn from AN(0.5,0.3), and all other samples are drawn
from N(0.0,0.005). Each frame is scaled so the sum of the
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squared noise samples is one. (Note that if the first sample
were one and all other samples were zero, G; would be the
convolutional identity.)

We used this model to produce noise G, and then used
circular convolution to corrupt clean speech S; with this
modeled convolutional noise analogous to (8). Finally, we used
OLA to produce a time-domain speech signal:

8010del = OLA(S, x Gy). 9)

Thus 87041 has no 7 dependence other than the funda-
mental and unavoidable dependence. That is, 7 cannot be
influencing power concentration, separability, or frequency
resolution because all of these have been eliminated in the
calculation of 8j7,4¢;. In addition the power and distribution
of the convolutional noise G are independent of 7. The only
way that 8p7,4¢; depends on 7 is through the duration of the
circular convolutions.

Fig. 2 shows that this model reproduces the 7 sensitivity
measured in the OBM and OMR cases. This highly-simplified
model reproduces the peaks near 46 ms and even much of the
detail that differentiates the groups ¥ and V. The artifacts
produced sound similar to the actual artifacts and this can
be confirmed by listening to files we have provided [20] and
comparing the sounds.

Fig. 2 and the demonstration [20] show that the simplified
situation of (9) is clearly sufficient to represent the most impor-
tant factors driving 7,,; in the OBM and OMR cases. The only
7 dependence in (9) comes from an innate and fundamental
property — the duration of the circular convolutions. We have
eliminated all other influences of 7 and we have shown that
frame duration in the purest sense is a strong driver of speech
quality. We next characterize this fundamental driving force
in terms of two opposing artifacts.

VI. ANTAGONISTIC ARTIFACTS DETERMINE OPTIMAL
FRAME DURATION

The audio examples [20] for (9) reveal two antagonistic
artifacts with very distinct sounds. One worsens when 7
is increased and the other worsens when 7 is decreased.
Increasing 7 increases temporal blurring. This is different from
time-domain aliasing which has been made imperceptible by
adopting 70 = 27. Circular convolution adds time-shifted
scaled copies of the signal and this temporal blurring over the
duration of the frame produces reverberation-like or “phasy”
artifacts. A more stationary signal exhibits less change within
a frame and this blurring will be less audible [20]. So
the temporal blurring artifact (which drives 7., downward)
is weakened with increased stationarity of the signal. Thus
increased signal stationarity allows 7, to increase.

To quantify this artifact we developed envelope infill £(7)
which measures power levels in areas where the clean speech
was silent. We compute speech envelopes for s and § similar
to in [25]. Where the envelope of s falls at least 30 dB below
the peak value we measure the power in 8. Averaging this
power produces &(7) which tells the extent to which these
quiet areas have been “filled in.”
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Fig. 2. Speech quality as a function of frame duration (7) for 0 dB SNR
coffee shop noise. OBM (3), OMR (4), and model (9) shown in blue, red, and
black, respectively. Dashed and solid lines show lower and higher stationarity
speech (¥, and W) respectively. Model captures vast majority of OBM
and OMR quality effects.

We now turn to the effects of decreasing 7. This causes
increasing amounts of a harsh granular (signal-correlated)
noise that sounds somewhat like the artifact produced by
the MNRU [26]. We can also simulate this sound and its
7 dependence by multiplying randomly selected time-domain
frames (columns of S;) by —1. This simulation is easily
understood — a constant phase inversion is not an audible
impairment but changing phase between normal and inverted
is audible and the more frequently this occurs, the more
audible and annoying it becomes. We also know that changes
in spectral shaping are more noticeable than fixed spectral
shaping and thus are key drivers of speech quality [27]-
[31]. More frequent changes and larger changes will be more
audible and annoying.

Taken together, these observations suggest the artifacts
caused by decreasing 7 are due to unnatural temporal changes
in spectra. This motivates us to measure spectral changes
across time. Specifically, we measure the log-spectral-error
(LSE) [32] between s and 5 then average the magnitude of
the temporal changes in this LSE to produce A;|LSE(7)|. This
is a measure of unnatural and potentially annoying temporal
variation in signal spectra.

A more stationary noise n causes less temporal fluctuation
in the mask (OBM case) or the phases of S (OMR case). This
translates to less unnatural temporal variation in the spectrum
of § and a lower value of A;LSE(7)|. So the artifact that
drives 7,,; upward is weakened with increased stationarity
of the noise. Thus increased noise stationarity allows 7, to
decrease.

Fig. 3 shows &(7) and A;|LSE(7)| for the model (8) used
in Fig. 2. These results are averages over the set of 130 speech
files formed by merging ¥, and ¥g. £(7) is non-decreasing
in 7. It is relatively constant below 20 ms and increases above
that point. Conversely, A;/LSE(7)| is non-increasing in 7,
dropping most dramatically up to 100 ms, then dropping more
slowly above that point. Both £(7) and A;|LSE(7)| have units
of power in dB.

Fig. 3 also shows that joint minimization of the weighted
functional £(7) 4 0.5 - A¢|LSE(7)| produces a minimum near
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Fig. 3. Antagonistic artifacts measured by £(7), A¢|LSE(7)|, and their

weighted sum, shifted for display. Minimum in weighed sum at 7 = 46
ms gives maximum speech quality as in Fig. 2.

7 = 46 ms. In other words, if the average perceptual impor-
tance of A;|LSE(7)]| is half that of £(7), then the total artifacts
are minimized and the quality is maximized when the frame
duration is near 46 ms. This is similar to the location of the
speech quality peak associated with (9) in Fig. 2 (7 = 40
ms) and these locations could be matched exactly by placing
a slightly smaller weight on A;|LSE(7)]|. This result confirms
that £(7) and A;|LSE(7)| do indeed capture the artifacts that
drive optimal frame duration.

VII. CONCLUSION

Until now, optimal frame durations for separation have never
been properly connected to signal stationarity (which can drive
upper but not lower limits on frame duration). We have de-
veloped a meaningful measure of signal stationarity and have
used it to show that speech stationarity and noise stationarity
drive optimal frame duration in opposite directions. Our math-
ematical modeling yields a simple but accurate convolutional
model that shows optimal frame durations in the OBM and
OMR cases are driven by joint minimization of two competing
artifacts — temporal blurring and unnatural temporal variation
of spectra. Changes in the levels of stationarity in signal and
noise modify the relationship between these two artifacts and
thus increase or decrease the optimal frame duration.
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