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SAMPLE SIZE AND PRECISION IN COMMUNICATION PERFORMANCE MEASUREMENTS

M. J. Miles*

This report describes an interactive computer program that
facilitates efficient measurement of communication system perfor-
mance parameters. The program performs three primary functions:
(1) determines the minimum sample size required to achieve a
desired precision in estimating delay, rate, or failure proba-
bility parameters; (2) analyzes measurement results to determine
the precision achieved; and (3) tests independent sets of measured
data for statistical homogeneity. The report discusses statisti-
cal concepts underlying the program, shows how each function is
performed, and provides comprehensive program documentation in the
form of mathematical formulas, structured design diagrams, and the
program listing. The program was written specifically to facili-
tate measurement of the performance parameters defined in a newly
approved Data Communication Standard, American National Standard
X3.102. The statistical techniques implemented in it may also be
applied to any other delay, rate, or failure probability measure-
ment. The program is written in ANSI (1977) standard FORTRAN to
enhance its portability. It is available from the author at
duplication cost.

Key words: American National Standards; communication system;
performance parameters; sample sizes; statistical
analysis

1. INTRODUCTION
Rapid growth of distributed computing and the trend toward competition
and deregulation in the U.S. telecommunications industry have created a need
to uniformly specify and measure the performance of data communication servi-
"ces as seen by the gnd user. Over the past several years, the Federal govern-
ment and industry organizations have been working together to meet that need
through the development of user-oriented, system—independent performance

parameters and measurement methods. Their results are being promulgated

*The author is with the Institute for Telecommunication Sciences, National
Telecommunications and Information Administration, U.S. Department of
Commerce, Boulder, CO 80303.



within the Federal government in the form of Federal Telecommunication Stan-
dards and in industry in the form of American National Standards.

Two related data communication performance standards have been developed.
The first specifies a set of user-oriented performance parameters. That
standard was approved as Interim Federal Standard 1033 in 1979 and has sub-
sequently been adapted for proposal as an American National Standard by a task
group of the American National Standards Institute (ANSI Task Group X3S35).
The proposed ANSI standard, designated X3.102, was formally approved by ANSI's
Board of Standards Review in February of 1983 (ANSI, 1983). It is expected to
replace Interim Federal Standard 1033, probably as a mandatory Federal Stan-
dard. During its trial period, Interim 1033 was applied successfully in
several Federal procurements of public packet switching services.

The second standard, proposed Federal Standard 1043, specifies uniform
methods of measuring the standard performance parameters. An initial 1043
draft was completed in 1980 and an ANSI adaptation, designated X3535/135, is
expected to be completed in 1984. It will follow a review and approval path
similar to that of Interim 1033.

American National Standard (ANS) X3.102 and its Federal counterpart are
unique in providing a set of performance parameters that may be used to de-
gscribe any digital communication service, irrespective of features such as
topology and control'protocol. Because the performance parameters are system-
-independent, they are useful in relating the performance needs of data commu-
nications users to the offered services. The measurement standard will ex-
ploit this property by enabling users to compare performance among competing
services.

Table 1a summarizes the 21 user-oriented performance parameters defined
in ANS X3.102. The parameters express performance relative to three primary
communication functions: access, user information transfer, and disengage-
ment. These functions correspond to connection, data transfer, and discon-
nection in connection-oriented services, but are also applicable to connec-
tionless services (e.g., electronic mail). They divide a data communication
session according to the user's perception of service and provide a structure
for performance description.

In defining the parameters, each function was considered with respect to
three categories of results: successful performance, incorrect performance,

and nonperformance. These possible results correspond closely with the three



a. Organization by function and performance criterion.

Table 1. Summary of ANS X3.102 Performance Parameters.
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performance criteria most frequently expressed by data communications users:
speed, accuracy, and reliability.

One or more primary parameters were defined to express performance of
each function-criteribn pair. As an example, four primary parameters were
defined for the access function: one access-speed parameter (Access Time),
one access-accuracy pérameter (Incorrect Access Probability), and two access--
reliability paraméters (Access Denlal Probability and Access Outage Probabil-
ity). Access fallures attributable to the user (e.g., called user does not
answer) were excluded.

The x3.162 parameters also include four - ancillary parameters. Each
ancillary parameter relates to a primary speed parameter and expresses the
fraction of the performance time attributable to user delays. As an example,
the primary parameter, Access Time, normally includes delays attributable to
the users (e.g., dialing time, answer time, etc.) as well as delays attribut-
able to the system (e.g., switching time). The anclllary parameter, User
Fraction of Access Time, expresses the average fraction of total Access Time
that 1is attributable. to user delays. The ancillary parameters remove user
influence on the«primary speed parameters and allow the entity (user or syst-
em) responsible for nonperformance to be ildentified (e.g., access timeouts).

For statisﬁical estimation, the X3.102 parameters are most naturally
classified as:l*-time delay, time rate, and failure probability parameters.
This classificéfion-is shown in Table 1b. Note that the ancillary performance
parameters aréﬁclassified with the delays.

Figure 1 iilustrates the structure of the proposed measurement standard,
X3835/135. The standard is divided into four parts. The first defines a
procedure to design experiments to measure the ANS X3.102 parameters. The
second specifies functional requirements for extraction of performance data.
The third specifies functional requirements for reduction of the data. The
fourth specifies methods of analyzing and reporting the ANS X3.102 performance
data.

1.1 Purpose of Report
The major purpose of this report is to specify and implement statistical
procedures to be used with the experiment design and test data analysis (parts
2 and 4 of the proposed measurement standard). The measurement of the perfor-

mance of a communication system always involves a conflict between precision
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and cost. Because the quantities that measure performance are random vari-
ables, precision requires many trials, time, personnel, equipment, travel,
etc. A practical test should be designed using the theory of mathematical
statistics to determine the minimum number of trials required to provide a
specified precision.

Historically, the theory of statistics has been developed for and applied
to problems in agriculture, biology, etc. Its use in the sampling procedures
for communication testing is rather new, and the literature is correspondingly
sparse. Hence, the problem of relating measurement precision to sample size
is often difficult for communication test engineers. The absence of straight-
forward statistical procedures for sample size determination and test data
analysis can result in either excessive or insufficient testing, no testing at
all (because testing is viewed as too costly), or incomplete reporting of test
results.

This report describes the design and use of an inter-active computer
program that implements such procedures. Statistical thedry is used to deter-
mine the minimum sample size necessary to achieve a desired precision (from
knowledge of the dispersion and the dependence among sample values). The
sample 1is analyzed by calculating its mean value and determining an interval
about this estimate within which the true mean can, with a certain level of
confidence, be expected to lie.

Often the use of this program will show that a smaller sample size than
expected can achieve the desired precision. Costs saved from such information
can be substantial. Although developed specifically for the American National
Standard X3.102 parameters, this program can be used to estimate values for
any delay, rate, or fallure probability parameters; the principles are the
same. Copies of the program may be obtained from the author at duplication

coste.

1.2 Organization of Report
This report is organized in the order in which the statistical procedures
would normally be applied in measuring the performance of a communication
system. Section 2 discusses some statistical concepts to help the user make
decisions about the optimal sample size for his/her tests and interpret the
test results. Section 3 discusses sample size determination. Section 4

discusses the analysis of the test data. Very likely more than one test will .



be conducted to estimate the value of a performance parameter. If so, the
estimate of the population mean should be more precise if the data can be
combined (and they <can be 1f they come from the same statistical
population). Section 5 discusses the procedure for determining if data from
multiple tests come from the same population; it provides the subsequent
analysis 1f they are combined. BAppendix A provides some theory and lists the
formulas used by the computer program. Appendix B is the set of diagrams of
the logic of the main program and each subroutine. BAppendix C is. the listing
of the program. The relationship among these three appendices is documented
by equation numbers and subroutine names.

When the program is accessed, the introductory statements in Figure 2 are

listed:

THIS IS THE ANS X3835/135 STATISTICAL DESIGN AND
ANALYSIS COMPUTER PROGRAM. ‘

IF YOU ARE ACCESSING THIS PROGRAM TO DETERMINE
THE SAMPLE SIZE FOR YOUR TEST, PLEASE TYPE THE
INTEGER 0.

IF YOU ARE ACCESSING THIS PROGRAM TO ANALYZE
YOUR TEST, PLEASE TYPE THE CODE NUMBER YOU WERE
ASSIGNED WHEN THE SAMPLE SIZE WAS DETERMINED.

IF YOU ARE ACCESSING THIS PROGRAM TO DETERMINE
WHETHER THE DATA YOU OBTAINED FROM MORE THAN
ONE TEST CAN BE CONSIDERED TO COME FROM THE
SAME POPULATION (AND, HENCE, CAN BE GROUPED TO
PROVIDE A SMALLER CONFIDENCE INTERVAL), PLEASE
TYPE THE INTEGER 40.

Figure 2. Introductory message from the computer program.

These statements show how to initiate each of the three procedures of the
program: sample size determination, analysis of a test, and analysis of
multiple tests. Subsequent statements issued by the program are shown in the
appropriate sections.

?igure 3 is a diagram of the operator's interaction with the computer
program to determine the sample size for a test and, later, to analyze the
test. This diagram shows only those decisions and activities required of the
6perator. The top part shows how a sequence of three to seven decisions
results in one of nine tests (labeled A through I). The bottom part shows how
each test is analyzed. For delay and rate parameters, the test results can be

entered from a keyboard or a file. 1In three cases (tests B, E, and H), it is
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possible that the sample size was insufficient, and more data must be obtain-
ed. This can happen when the values in the sample varied more than expected.
The bar at the top of some boxes means that the program 1s accessed there, and
the small circles mean that the program makes a decislion based upon the

information previously entered.

2. STATISTICAL CONCEPTS
This section introduces statistical concepts such as populations, their
characteristics, precision, confidence levels, confidence 1limits, etc. A
review of these concepts should help answer some questions that are posed by

the computer program when the sample size is determined.

2.1 Density Functions and Theilr Parameters

Drawing conclusions about the general (l.e., the population) from know=-
ledge of the specific (l.e., the observed sample) is called inductive infer=-
ence. Even though this procedure results in uncertain success, the methods of
statistics allow us to measure the uncertainty and reduce it to a known,
tolerable level.1

The population 1s the totality of elements that have one or more charac-
teristics to be measured. If the number of elements is finite, the population
is said to be real. If the number of elements is infinite, the population is
sald to be hypothetical. For example, the males in a particular school are
elements from a real population, and the access attempts to a communication
system are elements from a hypothetical population. The number of elements is
sald to be countable 1f they c¢an correspond one-to-one with the natural
numbers.

The number of elements observed from the population is called the sample
size. Each element in the sample is called a trlal or an observation, and the
value of the subject characteristic is called the outcome.

If one 1s to infer something about the population from a sample, care

must be taken that:

1In contrast, deductive inference always ylelds a correct conclusion because
it results from a chain of proved conclusions (e.g., mathematical theorems are
proved by deductive inference).



Elements in the sample come from the intended (target) population.
(Otherwise the conclusions drawn from the sample are probably repre-
sentative of another population.)

The sample is a random sample (i.e., a sample whose outcomes are
independent). For real (finite) populations, a random sample can be
obtained only if the elements are replaced after each sampling. For
hypothetical populations, the randomness of the sample is not influ-
enced by replacement.

A random variable, X, is a function that assigns a real value to
each element in the set of all possible random samples {(i.e., the
sample space). For most purposes, random variables are either of the
discrete type or of the continous type:2
Random variables of the discrete type. Suppose the number of‘values,

X is either finite or countable, and the random variable can assume

i’ . .
the value X5 (i=1,2,+..) with probability P(x=xi)=pi.

The random variable, X, is of the discrete type if

. pi >0 for all i,
and
n

E:pi = 1 (for a finite sample of size n)
i=1

) (-] )
2:pi = 1 (for a countable sample).
i=1

The probability function is P(x=xi)=Pi' and the distribution function

is F(x)=P(Xx)= E: p. for alil x for which x, < x.
i i
xiﬁx

Random variables of the continous type. A random variable, X, is of
the continous type if there exists a function, £, such that

. £f(x) >0, for all real x,

and

2Very rarely, they are both discrete and continuous.

10



X
«F(x) = P(x < x) = .f;(u)du.
0
The density function is f(x), and the distribution function is F(x).
The values obtained from a continous sample have a pattern called the
sampie density. To determine the sample density from such a sample, several
steps are required:
1. Order the values.
2. Determine the range of values.
3. Partition the range into appropriate intervals (as indicated by the
number and range of values).
4. Record the number of values occurring in each interval.
5. Determine the relative frequency of occurrence in each interval (by
- dividing the number of values in each subinterval by the total number
df values).
The shape of the sample density can then be seen by plotting the relative
frequencies for each interval.
EXAMPLE:The following sixteen values have been sampled from a population:
5.1, 7.9, 3.2, 0.9, 1.2, 2.1, 3.3, 6.7, 6.5, 5.1, 6.2, 5.4, 3.4, 6.3,
6.9, and 8.2.
Determine the sample density.
SOLUTION:
1. Order the values:
0.9, 1.2, 2.1, 3.2, 3.3, 3.4, 5.1, 5.1, 5.4, 6.2, 6.3, 6.5, 6.7,
6.9, 7.9, and 8.2.
2. The values range from 0.9 to 8.2.
3. Appropriate intervals seem to be
fo,2), (2,4), [4,6), [6,8), and [8,10).
4. and 5. are demonstrated by Table 2.

11



Table 2. Example of a Sample Density

} Step 4 Step 5
Interval Number of Values Relative Frequency
[0,2) 2 0.1250
[2,4) 4 0.2500
[4,6) 3 0.1875
[6,8) 6 0.3750
[(8,10) 1 0.0625

16 1.0000

Since sample density functions are composed of relative frequencies, they
are non-negative functions that sum to 1. Figure 4 is a graph of this sample
density. If the sample had been much larger, the range could have been divid-
ed into many smaller intervals. Then the sample density would probably have
more nearly approximated the population density.

Population density (or probability) functions may have one or more para-
meters whose values specify their shape. Similar to a family of curves, the
formula of the function may be known, but a different curve exists for each
value of the parameter(s). A simple example of a family of curves with two
parameters is the family of straight lines,

y = ax + b,
where the parameter a is the slope and the parameter b is the y-intercept. A
different value of either a or b defines a different straight line.

The true (population) value of a parameter can be estimated by a function
of the values obtained from a random sample. These functions are called
statistics. The most common statistic is the sample mean. Using the previous

example, the sample mean is
- 1
X = ?g (5.1 + 7.9 + «o¢ + 8.2) = 4.9,

When the mean is computed from the entire population, the statistic is called
the expected value or, simply, the population mean (usually denoted by u).
Another important statistic is the sample variance. It estimétes the'diSPer—

sion of the population values about the mean. The population variance is

12
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usually denoted by 02; the square root of the variance is called the standard
deviation and is denoted by o.

The normal density is an example of a two-parameter density (whose para-
meters also happen to be the population mean and variance). Figure 5 shows
the normal density function and the gamma density function (both for a random
variable of the continuous type). It also shows the binomial probability
function and the Poisson probability function (both for a random variable of
the discrete type). The figure 1lists their parameters and their mean and

variance (expressed in terms of these parameters).

2.2 Estimating the Population Mean
The random sample can indicate something about the value of the popula-
tion mean.3 This can be demonstrated from the following two important
observations of sampling:

Suppose we want to obtain a sample for which the sample mean deviates from
the population mean by less than a given amount. We can determine the
sample size required to bring the probability of this as close to 1 as is
desired. Moreover, the required sample size is independent of the shape
of the population density function (but dependent on the population vari-
ance).

Suppose random samples, each of size n, are repeatedly drawn from a popu-~
lation. After each draw, the sample mean is determined. The set of
sample means so obtained have their own sample density (called a sampling
density). In fact, regardless of the density of the parent (original)
population, the sample mean has approximately the normal density: Its
mean equals the parent population mean, but its variance is only 1/n as
large as the parent population variance. Hence, as, n, the sample size,
becomes larger, the variance of the sample mean becomes proportionally
smaller. Thus the sample means are closely clustered about the population
mean when n is large. Figure 6 shows a gamma density (with mean 4 and
variance 2). The sample mean, obtained from samples drawn from this
population, is shown as having a density that is very close to the normal
density for samples of size 10, 20, and 30.

These two observations of sampling show that knowledge of the sample mean
allows us to infer knowledge of the population mean, and the inference is less
uncertain when the population variance is small. However, in order to benefit

from these observations, it is necessary to quantify them.

3provided only that the population has a mean and a finite variance.
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BINOMIAL PROBABILITY FUNCTION

PX=k= (1) pK1-pINK k=0,1, - n
Parameters: 1<n, o<p<1
Mean: u=np
Variance: 02=np (1—p)

POISSON PROBABILITY FUNCTION L L

A
PX=k)= jy-e"* k=0,1,2 -
Parameters: o<A
Mean: u=A2A
Variance: 02=2

NORMAL DENSITY U L N DL DL
: . 0.3 u=3
f(X): _j_ .exp[_ l("_?_f")z] 02'—-' 2
oV 2n 2 o 02
Parameters: u, o (positive)
Mean: pu=pu 01—
Variance: g2=02
e T W O | 1 I
-2 0 2 4 6 8
X
GAMMA DENSITY . L LA L LA I
o 0.3 | p=2
D”  p-1s-b < 2
T(p) xP—lg-bx Q<X _3
f(x)= b= 5
0 Otherwise 0.2~ _
‘ u=3
| 02=2
Parameters: b, p g)oth positive) 01
Mean: U= 5
. . . P U S T N R | I
Variance: o =? 0 > 4 5 8 10

Figure 5. Common probability functions and density functions.
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2.3 Confidence Intervals

The estimate of the mean should be accompanied by some interval about the
estimate together with some assurance that the population mean is in the
interval. Such an interval is called a confidence interval. For example, a
confidence interval for the population mean is called a 95% confidence inter-
val 1if we can be 95% confident that it contains the population mean.

In theory, many samples ére drawn and a confidence interval 1s determined
from each sample. The end points of each confidence interval depend upon the
values in the sample. Then we expect that, say, 95% of all the intervals
determined from the samples iInclude the population mean (a single fixed
point). However, in practice, a single confidence interval is determined from
the values in the sample, and we say that we have a certain confidence that
the population mean is in that interval. Confidence intervals can also be
defined for parameters other than the population mean (e.g., the population
variance).

Suppose random samples are obtalned from a population (not. necessarily

2 are the

normal) with mean u and variance 02. Suppose also that x and s
estimates of these population values obtained from a sample of size n. The
confidence interval can be determined for populations having the normal densi-
ty and for populations having a non-normal density if the number of samples is
large (say, n ? 30).4 The confidence Intervals for these two cases are iden-

tical when the population variance is known, but differ when it is not known:

2.3.1 Population Variance is Known

From the second observation, above, x has approximately a normal density

with mean ¥ and variance oz/n. Hence, the random variable,

- U

x1

ZzZ =

Q

E

/

has the normal density with- mean zero and variance one. . This particular
normal density is called the standard normal density and is tabulated in
virtually every statistics book.

Suppose z, and z, are the end points of a probability interval for z, and

2

Z, < z < zz. If we want to determine, say, a 95% confidence interval for j,

4Provided the density has a mean and a finite variance.
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we choose z, and z, 80 that 95% of the probability of the density (l.e., 95%
of the area under the curve) 1s in the interval. Aan infinite number of inter-
vals'can be defined that include the specified probability. However, z, and
22 should be chosen so that the interval is shortest, because the shortest
interval provides the most information about the value of the population
mean. For densities symmetric about the mean, the values of z, and z, that
provide the shortest interval are those that are also symmetric about the
mean. -

It 1s customary to refer to the confidence level as a 100(1-2a)% confi-
dence level because the ¢, so specified, can be used to relabel z1 and 22 in
terms of the chosen confidence level. For the standard normal density, z, =
-zq and 22 = zy « For example, a 95% confidence level is defined by a = 0.025

(i.e., 100(1-2x0.025)% = 100x0.95% = 95%). The end polnts, -z, = -20.025, and

Zq = 24,025 = 1.960, exclude 2.5% of the probability (area) from each tail of
the density.
From
-za<z<za
we obtain
.z < X =M

and then

|
!
|
L]

- o
‘/I_l za<u<x+ﬁ°za.
This is the 100(1-2a)% confidence interval for the population mean when the
population variance is known. WNotice that the length of the interval,

20

—_— . z

SR
1s fixed because it does not depend upon the values from the sample; however,

the end points of the interval will vary because x depends upon the values

from the sample.
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2.3.2 Population Variance Is Not Known

It is somewhat unrealistic to suppose that ¢ is known. (If it wexre, u
would also probably be known.) However, if o is not known, it is reasonable
to estimate it by s (determined from a sample of size n).

However, the random variable,

£ = 2B
s/vfﬁ !

does not have the standard normal density as does z (particularly for small
n). This is because s replaces ¢ in the expression, and s is a random vari-
able that can have different values in different random samples. The density
for it was determined by Gosset (under the pseudonym Student). The parameter,
n, provides only n-1 degrees of freedom (choices) in detexmining s because the
values in the sample have the constraint that they must also determine ; (an
independent linear relation). Hence, t 1is said to have Student's t density
with hil degrees of freedom. The end-point is labelled, ta,n—1' This density
has the same mean as does the standard normal density (i.e., 0), but, because
s 1s only an estimate of g, there is more uncertainty, and its variance is
larger. However, as n increases, the uncertainty decreases and the variance

approaches that of the standard normal (i.e., 1).5

For the 100 (1-2a)% confidence level and n-~-1 degrees of freedom,

-t <t <t .
o,n-1 . o,n=-1
From this inequality we obtain:
- s - s
x -t < < X +=-°+t .
VG; am-1 = ¥ /n a,n=1

The length of the interval,

2s
VGT a,n-1 '
is dependent on s, and the end points are dependent on both X and s; hence,

both the length and the end points vary with the values from the sample. The

formulas for the confidence limits are summarized in Table 3.

t
5% >z for all n, and 1im (-——’D—i>= 1. For o = .025 and n = 10,
a,n-1""a z .
N0 o
t.025’9 = 2.262, so the ratio is 1.154.
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Table 3. Confidence Limits for the Population Mean Depending
on Either the Density of the Parent Population or the
Number of Random Samples and Knowledge of the Population

Variance
DENSITY OF THE PARENT POPULATION
, -
NORMAL OTHER OTHER
n > 30 n < 30
- o - o .
o KNOWN X+z 6 ° A Xtz ° v (not definable)
- s - 3 .
o NOT KNOWN | x A N X*zy* & (not definable)
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2.4 Sample Size and Precision
To determine the confidence limits for the population mean, we can speci-
fy any two of the following three quantities, and the remaining quantity will
be determined from formulas: '
e the confidence level,
¢ the sample size, and

® the length of the confidence interval.

However, it 1s customary to specify the confidence level. Then either the
sample size or the length of the confidence interval must be specified. The
sample size 1s specified when the budget (i.e., sampling time) is important,
and the length of the confidence interval is specified when the precision of
the estimate is important.

When precision is important, the required sample size is determined by
specifying eithef the absélute pfecision or the relative precision:6
2.4.1 Absolute Precision .

If the population mean ié roughly known, say to an order of magnitude,
the half-length of the confidence interval can be stated as the maximum ac-
ceptable error with which the sample mean estimates the population mean. This
error corresponds to the absolute ﬁrecision. Suppose m

L
upper confidence limits for K, and X is the sample mean. The absolute error,

and mU are lower and

a, 1is then

In the case of samples from a normal population in which the population stan-

dard deviation is known, the length of the confidence interval is

20z

®Mathematical statisticians distinguish between precision and accuracy.
Precision describes the closeness of trilal values to each other (as measured
by the standard error, Equation A-7). Accuracy describes the closeness of an
estimate to the population value. Precislon and accuracy should be related;
however, a high degree of precislon can coexist with poor accuracy if the
sample 1s not random or is not drawn from the target population. See
Section 2.1.
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Then

oz
o]
a = —

- ’

oxr 2

In this case, specifying the length of the confidence interval directly deter-
mines the sample size. If the sample is not a random sample, some dependence

exists between pairs of observations, and the formula is more complicated.

2.4.2 Relative Precision

If the population mean is not roughly known, it is prudent to require the
length of the confidence interval to be proportional to the mean. ‘The
half-length, specified in this way, is called the relative error. The percent

of relative error, r, is then
r =f — ]100%.

For example, if r = 50%, then my = m o= X. If the density is symmetric about
the mean, the interval is centered on the mean, and m_ = (1/2)x and m_ =

L U
(3/2)x.

3. SAMPLE SIZE DETERMINATION FOR A TEST
Figure 7 is the operator-decision diagram for sample size determination;
it is the top part of Figure 3. As seen in the diagram, nine possible tests
‘-result from the sequence of decisions by the operator.7 The number of deci-
sions required varies from three to seven.
When the computer program is accessed to determine the sample size, the
statements in Figure 8 are listed. Since the sample size is to be determined,

type the integer zero.

7Since two confidence levels. (90% and 95%) can be selected, there are actually
18 possible tests. However, the tests resulting from this selection (see
Figure 10) differ only in the required sample size, not in the method of

analyzing the data.
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THIS IS THE ANS X3835/135 STAT!STICAL DESIGN AND
ANALYSIS COMPUTER PROGRAM.

IF YOU ARE ACCESSING THIS PROGRAM TO DETERMINE
THE SAMPLE SIZE FOR YOUR TEST, PLEASE TYPE THE
INTEGER 0.

-IF YOU ARE ACCESSING THIS PROGRAM TO ANALYZE
YOUR TEST, PLEASE TYPE THE CODE NUMBER YOU WERE
ASSIGNED WHEN THE SAMPLE SIZE WAS DETERMINED.

IF YOU ARE AGCESSING THIS PROGRAM TO DETERMINE
WHETHER THE DATA YOU OBTAINED FROM MORE THAN
ONE TEST CAN BE CONSIDERED TO "OME FROM THE
SAME POPULATION (AND, HENCE, CAN BE GROUPED T0
PROVIDE A SMALLER CONFIDENCE INTERVAL), PLEASE
TYPE THE INTEGER 40.

Figure 8. Introductory message from the computer program.
Then select the type of performance parameter to be tested. All perform-
ance parameters fall intoc one of three types: delays, rates, and failure
probabilities The statements in Figure 9 show how the type of performance

parameter is indicated.

YOU CAN TEST THE SYSTEM WITH RESPECT

0
1. DELAYS,
2. RATES,
OR
3. FAILURES
PLEASE TYPE THE INTEGER LISTED AT THE
LEFT OF THE TYPE OF PARAMETER THAT YOU
WISH TO ANALYZE.

Figure 9. Performance parameter selection.
Although delays and rates are different types of parameters, the sample

size for each is determined in the same way; both are referred to as time

parameters.
The statements in Figure 10 instruct the operator to select a confidence

level: .

24



THE PERFORMANCE OF THE PARAMETER
THAT YOU SELECTED CAN BE MEASURED TO
PROVIDE ONE OF THE FOLLOWING LEVELS OF
CONFIDENCE:

1. 90%

2. 95%

PLEASE TYPE THE INTEGER LISTED AT THE
LEFT OF THE CONFIDENCE LEVEL THAT YQU
HAVE SELECTED

Figure 10 Confidence level selection.

The next two sections show how the sample size is determined for the time

and failure probability performance parameters.

3.1 Time Parameters

The two time parameters are the delay and rate parameters. The sample
size required for both is determined from the same random variable, the time
to accomplish. For delays the time to accomplish is the delay itself. For
rates the time to accomplish is the input/output time; the rate is then the
number of elements (such as bits) transferred divided by the input/output
time. Each trial in the sample results in an input/output time and a number
of bits transferred. BAn individual trial is called a "transfer sample" in ANS
X3.102. Figures 11 and 12 are the operator-decision subdiagrams of Figure 3
(or Figure 7). They describe the procedure of sample size determination for
delays and rates, respectively. The text in these two figures is the text
that is displayed or printed during execution of the computer program. It can
be seen that the procedure for delays and rates is identical; hence, it is
convenient to discuss the sample size determination for delays and mention
rates only parenthetically. The sequence of decisions results in one of three
tests for delays: A, B, and C (D, E, and F for rates).

To begiﬁ, the test criterion is the operator's decision to test a sample
whose size is determined by either budget or precision. If the sample size is
determined by budget, no further decision is required, and the computer pro-
gram lists the test instructions. This test 1is called test A (test D for

rates).
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SAMPLE SIZE

TSy

IHSTRUETIONS
I

(CO0E = 13.10)

LSTED

TEST
WSTRUCTIONS.
(GO0E = 1321

O = 2221

TesT
WSTRUCTIONS
wisiEp LISTED ¢

-
o || [

s i
e ||| ol || e e
@ © © © © ® 6O ® ®

<>

TEST Test TEST
wstaucrons | | wetsucnions | | wsmuctions

THE TEST CAN BE CONDUCTED WITH EITHER
0R1> A GIVEN SAMPLE SIZE.

2. A SAMPLE SIZE LARGE ENOUGH TO
PROVIDE A GIVEN PRECISION. (TO BE
DETERMINED HERE.

PLEASE TYPE THE INTEGER LISTED AT THE

LEFT OF THE CRITERION THAT YOU CHOOSE.

PLEASE TYPE THE LARGEST ACCEPTABLE
EAROR IN ESTIMATING THE MEAN DELAY. (1.E.
THE ABSOLUTE PRECISIUN) TYPE THIS VALUE
IN THE FORM XX.X;

DO YOU KNOW THE MAXIMUM VALUE OF THE
STANDARD DEVIATION OF THE DELAYS? PLEASE
TYPE YES OR NO.

PLEASE TYPE THE MAXIMUM VALUE OF THE
STANDARD DEVIATION IN THE FORM XXX.XXX.

ARE THE TRIALS STATISTICALLY INDEPENDENT?
(JF THEY ARE, THEY ARE UNCORRELATED.)
PLEASE TYPE YES OR NO.

SINCE THE TRIALS ARE NOT STATISTICALLY
INDEPENDENT, THE AUTOCORRELATION 1S NOT
ZERQ. DO YOU KNOW THE VALUE OF THE
AUTOCORRELAT!ON OF LAG 1? PLEASE TYPE

PLEASE TYPE THIS VALUE IN THE FORM 0.XX
OR —0.XX.

SINCE YOU KNOW THE SAMPLE SIZE, PROCEED 10 ACHIEVE voun TEST OBJECTIVE YOU MUST
WITH YOUR TEST. AFTER THE TEST YOU WILL GENERATE AT LEAST ____DELAYS. WHEN You RE- g‘EN"E%’ﬂTEEViTVEEE&EST OBSEECT'VE “‘fﬁgﬁgﬁ
RE-ACCESS THE PROGRAM TO ANALYZE THE £CCESS THIS PROGRAM TG ANAL‘vZE YOUR RE-ACCESS THIS PROGRAM TO ANALYZE YOUR
PERFORMANCE OF YOUR COMMUNICATION fEST YOU WILL BE ASKED TO ENTER: TEST, YOU WILL BE ASKED TO ENTER:
SYSTEM. YOU WILL 8E ASKED 10 ENTER: : 1. YOUR CODE NUMBER (T |s — 2 YOUR CODE NUMBER (IT IS __ ),
. YOUR CODE NUMBER (IT IS _ _), . THE NUMBER OF DELAYS, . THE NUMBER OF DELAYS,
. THE NUMBER OF DELAYS, . THE TOTAL DELAYS IN EACH TRIAL (IN  THE TOTAL DELAY IN EACH TRIAL (IN
. THE TOTAL DELAY IN EACH TRIAL (IN CHRONQLOGICAL ORDER), " CHRONOLOGICAL ORDER)
CHRONOLOGICAL ORDER), - THE ABSOLUTE PRECISION, THE USER-RESPONSIBLE PORTION OF THE
. THE USER-RESPONSIBLE PORTION OF THE . THE USER-RESPONSIBLE PORTION OF THE " DELAY IN EAGH TRIAL (IN
DELAY OF EACH TRIAL (IN DELAY OF EACH TRIAL (IN CHRONOLOGICAL ORDER).
CHRONGLOGICAL ORDER), CHAONOLOGICAL CROER),

Figure 11. Program messages for sample size determination for delays.
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Figure 12.

EnIeR
Cod=0

pe—————— SAMPLE SIZE DETERMINATION

iR

seuar formromumnce | encuse smompnrie

PRECISION

1€00€ = 2320

msvlugnms
1000k = 21221

TEst
WSIRUETONS.
LSTED
16008 = 9132

®© OO

THE TEST CAN BE CONDUCTED WITH

EITHER

1. A GIVEN SAMPLE SIZE,
OR

2. A SAMPLE SIZE LARGE ENOUGH TO
PROVIDE A GIVEN PRECISIUN (70 BE

DETERMINED HERE

)
PLEASE TYPE THE INTEGER LISTED AT THE
LEFT OF THE CRITERION THAT YOU CHOOSE.

SINCE YOU KNOW THE SAMPLE SIZE, PROCEED WITH
YOUR TEST. AFTER THE TEST YOU WILL RE-ACCESS
THE PROGRAM TO ANALYZE THE PERFORMANCE OF
YOUR COMMUNICATION SYSTEM. YOU WILL BE ASKED
TO ENTER:
1. YOUR CODE NUMBER(IT1S ___ ).
2. THE NUMBER OF TRIALS,
3. THE INPUT/OUTPUT TIME FOR EACH TRIAL
(IN CHRONOLOGICAL ORDER).
4, THE USER-FRACTION OF EACH INPUT/QUTPUT
TIME (IN CHRONOLOGICAL ORDER).
5. THE NUMBER OF BITS TRANSFERRED IN
EACH TRIAL (IN CHRONOLOGICAL ORDER).

JORNORNONENNO)

PLEASE TYPE THE LARGEST ACCEPTABLE
ERROR IN ESTIMATING THE MEAN TRANSFER
RATE (I.E., THE ABSOLUTE PREC!SION). TYPE
THIS VALUE IN THE FORM XX.XXX.

DO YOU KNOW THE MAXIMUM VALUE OF THE
STANDARD DEVIATION OF THE RATES? PLEASE
TYPE YES OR NO.

PLEASE TYPE THE MAXIMUM VALUE OF THE
STANDARD DEVIATION IN THE FORM XXX.XXX.

ARE THE TRIALS STATISTICALLV INDEPENDENT?
{IF THEY ARE, THEY ARE UNCORRELATED.)
PLEASE TYPE VES OR NO,

SINGE THE TRIALS ARE NOT STATISTICALLY
YNDEPENDENT THE AUTOCORRELATION 1S NOT
ZERQ. DO YOU KNOW THE VALUE OF THE
AUTOCORRELAT‘ON OF LAG 17 PLEASE TYPE

TO ACHIEVE YOUR TEST OBJECTIVE YOU MUST
GENERATE AT LEAST _____ TRIALS. WHEN YOU
RE-ACCESS THIS PROGRAM TO ANALYZE YOU WILL
BE ASKED T0 ENTER:
. YOUR CODE NUMBER (IT1S ___ ___}).
. THE NUMBER OF TRIALS.
. THE INPUT/QUTPUT TIME FOR EACH TRIAL
(IN CHRONOLOGICAL QRDER).
. THE ABSOLUTE PRECISION.
. THE USER-FRACTION OF EACH INPUT/QUTPUT
TIME (IN CHRONOLOGICAL ORDER).
. THE NUMBER OF BITS TRANSFERRED IN
EACH TRIAL (IN CHRCNOLOGICAL ORDER).
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PLEASE TYPE THIS VALUE IN THE FORM D.XX
OR -0.XX.

TO ACHIEVE YOUR TEST OBJECTIVE, YOU MUST
GENERATE AT LEAST TRIALS. WHEN YOU RE-
ACCESS THIS PROGRAM TO ANALYZE YOUR TEST,
YOU WILL BE ASKED TO ENTER:
. YOUR CODE NUMBER(ITI1S ___ __}.
. THE NUMBER OF TRIALS.
. THE INPUT/QUTPUT TIME FOR EACH TRIAL
(N CHRONOLOGICAL ORDER).
. THE USER-FRACTION OF EACH INPUT/QUTPUT
TIME {IN CHRONOLOGICAL ORDER}.
. THE NUMBER OF BiTS TRANSFERRED IN
EACH TRIAL (IN CHRONQLOGICAL ORDER).

Program messages for sample size determination for rates.



On the other hand, if the sample size 1s to be large enough to provide a
glven precision (with a specified confidence level), it is necessary to spe-
cify the largest acceptable error in estimating the true mean delay (rate).
This error corresponds to the absolute precision (see Section 2.4.1).

The next statement asks 1f the maximum value of the population standard
deviation is known. As mentioned earlier, the standard deviation (the square
root of the variance) is a measure of the dispersion of the values. If Xq¢
xz, ceey xn are values from a sample of size n, and x 1ls the sample mean, the

unbilased estimate of the population standard deviation is

1 n - 5 1/2
s = [‘n—-—‘l- 2 (xi-x) ] .
i=1
(If all outcomes are equal, the standard deviation 1s zero.) If the maximum
value of the population standard deviation is not known, the instructions are
listed for test B (test E for rates). If the_maxiﬁum value is known, that
value 1s to be entered.

Then the program asks 1f the trials are statistically independent. Two
trials are statistically independent if the previous outcome of one trial has
nothing to do with the probable outcome of the other. Strictly, consider the
events A and B. Suppose the probability that A will occur is P(A), and the
conditional probability that A will occur, given that B has occurred, is
P(A|B). Events A and B are statistically independent if

P(a|B) = P(Rn) .

If the trials are statistically independent, the instructions for test C
(test F for rates) are listed. ’

If they.are not statistically independent, some serial dependence exists
among the trials. Trilals that occur close in time or space are more likely to
be either more similar or more dissimilar than are trials that are not
close. Hence, if serial dependence exlsts it probably occurs Between adjacent
trials (i.e., trials of lag 1).

' Serial dependence for 1lag k=1, 2,..., n=1 is measured by the sample

autocorrelation function,
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n-~k

2o (%y=x) (%, 0=x)
Y = l=l .
k n
-2
2: (xi-x)
i=1
This function can have a value between -1 and 1. In the case of

dependence, the function could assume a value near these extremes. But, in
the case of independence, the value will tend to be near zero. Serial
dependence for lag k can be observed by plotting, in the x-y plane, the n-k

points whose coordinates are x;=x; and y;=x Positive autocorrelation is

itk*
indicated by points that tend to approximate a curve with a continuous;y
positive slope. Negative autocorrelation is indicated by points that tend to
approximate a curve with a continuously negative slope; and zero
autocorrelation is irndicated by points that have no systematic tendency.

If the autocorrelation of lag 1 is known, at least approximately, this
value should be entered; then the instructions for test C (test'F for rates)
are listed. Otherwise, instructions for test B (test F for rates) are listed.

Instructions for tests A, B, and C (tes%s“D, E, and F for rates) consist
of a list of information that will be required when the cdmputer.program is
re-accessed to analyze the test results.8 Notice that test B (test E for
rates) resulted because not much was known about the population; hence, it is
possible that the suggested sample size is too small to achieve the desired
precision. If so, the analysis portion of the computer program will determine
the number of additional trials required to achieve this precision.

The code numbers required for re-access are either 11 or 13 (21 6r 23 for
rates) for the 90% confidence level and either 12 or 14 (22 or 24 for rafes)
for the 95% confidence level. The computer program is designgd tovanaiyze as
many as 200 trials. L

'EXAMPLE: Determine the sample size necessary to estimaté the mean access
time within 0.7 .seconds and be 90% confident of ihis. Assume that
the maximum value of the standard deviation of the delays is known to
be 1.5 seconds, and £he trials are statistically independent.

'SOLUTION: ) |
1. Gain access to the computer program.

2: Type 0 (the code number to determine’ the sample size), and

o

81f the test results will be entered through a file (instead of through a
keyboard) the number of delays (or transfers) needn't be entered as indicated
in Ttem 2 of the test instructions of Figure 11 (or Figure 12).
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press the return key.
3. Type 1 (for delays), and press the return key.
4. Type 1 (for the 90% confidence level), and press the
return key.
5. Type 2 (to obtain precision), and press the return key.
6. Type 0.7 (the largest acceptable error), and press the
return key.
7. Type YES (the maximum standard deviation is known), and
press the return key.
8. Type 1.5 (the maximum value), and press the return key.
9. Type YES (the trials are statistically independent), and
press the return key.
Now, the following instructions are listed for the test:
"To achieve your test objective, you must generate at least 13 delays.
When you re-access this program to analyze your test, you will be asked to
enter: 1. Your code number (It is 11).
2. The number of delays.
3. The total delay in each trial (in chronological order).
4. The user-fraction of the delay in each trial (in chronological
order)."
Sections 4 and 4.1 discuss analysis of the test results for time para-
- meters. The analysis part of this example, which resulted in Test C, is shown

at the end of Section 4.1.

3.2 Failure Probability Parameters

Figure 13 is an operator-decision subdiagram of Figure 3. It shows the
sequence of decisions that results in one of three possible tests of failure
probability (Tests G, H, and I).

If the sample size is dictated by budget or time, the test instructions
are listed for Test G.

If failure probability is to be tested foi a given precision, the desired
relative precision must be specified (see Section 2.4.2).

Suppose P is the probability of failure on a particular trial, and P11 is
the conditional probability of a failure given that a failure occurred in the
previous trial. Then,

e p > P means that failures and successes tend to cluster,

11
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TesT
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USTED
(€00E = 11121

THE TEST CAN BE CONDUCTED WITH EITHER
01 A GIVEN SAMPLE SIZE.

2. A SAMPLE SIZE LARGE ENQUGH TO
PROVIDE A GIVEN PRECISION. (TO BE
DETERMINED HERE.)

PLEASE TYPE THE INTEGER.LISTED AT THE

LEFT OF THE CRITERION THAT YOU CHOOSE.

PLEASE TYPE THE DESIRED RELATIVE
PRECISION AS A PEACENT (1.E.,A ONE OR
TWO—DIGIT NATURAL NUMBER )

CAN YOU ESTIMATE THE MAXIMUM VALUE OF
THE CONDITIONAL PROBABILITY OF A FAILURE
GIVEN THAT A FAILURE OCCURRED IN THE
PREVIOUS TRIAL ? PLEASE TYPE YES OR NO.

SINCE YOU CANNOT ESTIMATE THE MAXIMUM
VALUE OF THE CONDITIONAL PROBABILITY,
SPECIFY THE INTERVAL ABOVE THE
CONDITIONAL PROBABILITY THAT YOU WANT
{T TO EXCEED ONLY 5% OF THE TIME. PLEASE
TYPE THIS VALUE IN THE FORM 0.XXX.

PLEASE TYPE THIS DECIMAL VALUE IN THE
FORM 0.XXX.

TO ACHIEVE YOUR TEST QBJECTIVES, YOU
MUST GENERATE AT LEAST ____ FAILURES.

ST
T CHEve YOUR TE O Yo ST AFTER THE TEST YOU WILL RE-ACCESS THIS

E
SINCE YOU KNOW THE SAMPLE SIZE, PROCEED ] GENERATE AT LEA! FAILURES. AFTER

Figure 13.

WITH YOUR TEST. AFTER THE TEST YOU WILL
RE-AGCESS THE PROGRAM T0 ANALYZE THE
PERFORMANCE OF YOUR COMMUNICATION
SYSTEM. YOU WILL BE ASKED TO ENTER:
1. YOUR CODE NUMBER (TS . ).
2. THE SAMPLE S|
3. THE NUMBER OF FAILURES IN THE
SAMPLE
4. THE NUMBER OF PAIRS OF CONSECUTIVE
FAILURES IN THE SAMPLE.

Program messages for sample size determination for failure probabilities.

THE TEST YOU WILL “RE-ACCESS THIS PROGRAM
TO ANALYZE THE PERFORMANCE OF YOUR
COMMUNICATION SYSTEM. YOU WiLL BE
ASKED TO ENTER:

. YOUR GOOE NUMBER 0TIs . ).

. THE SAMPLE S|

. THE NUMBER OF FAILURES IN THE

THE NUMBER OF PAIRS OF CONSECUTIVE
AMPI

" FAILURES IN THE SAMPLE,
. THE SPEGIFIED RELATIVE FRECISION
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PROGRAM TO ANALYZE THE PERFORMANCE OF
YOUR COMMUNICATION SYSTEM. YOU WILL BE
ASKED TO El
. YOUR CODE NUMBER ({1
. THE SAM
THE NUMBER 0F FAILURES IN THE

SAM

. THE NUMBER OF PAIRS OF CONSECUTIVE
FAILURES IN THE SAMPLE,

. YOUR ESTIMATE OF THE CONDITIONAL
PROBABILITY GF A FAILURE, GIVEN THAT
A FAILURE OCCURRED IN THE PREVIOUS

RIAL.




P,y = P means that the trials are independent, and
°P11 < P means that failures and successes tend to alternate.
The operator is now asked to estimate the maximum value of the condi-

tional probability, called P Like all probabilities, the conditional

11max"’
probability is between 0 and 1. The larger the estimate of the maximum value

of P the larger the required sample size. If this value can be estimated,

9

11’
it is entered, and the instructions for Test I are listed.

If the maximum value cannot be estimated, estimate the amount above the
conditional probability that the conditional probability is desired to exceed

only 5% of the time. This amount is the absolute precision for P1 The

instructions for Test H are then listed. 1

Instructions for Tests G/ H, and I list the information that will be
required when the computer program is re—accessed to analyze the test results.
Notice that Test H results when not much is known about the population; hence,
it is possible that the suggested sample size is too small to achieve the
desired precision. If so, the analysisfportion of the computer program will
state the number of additional trials required to achieve this precision.

The re-access code numbers are either 31 or 33 for the 90% confidence
level and either 32 or 34 for the 95%_confidence level.

EXAMPLE: Determine the sample size necessary to estiﬁate the failure
probability within 30% of its true value and be 90% confident of
this. Assume that you cannot estimate the maximum value of the
conditional probability (of a failure, given that a failure occurred
in the previous trial). However, you want the conditional probabil-
ity to be exceeded by 0.2 only 5% of the time..

SOLUTION:

1. Gain access to the computer program.

2. Type 0 (the code number to determine the sample size), and press
the return key.

3. Type 1 (for failure érobability), and press the return key.

4. Type 1 (for the 90%\confidence 1ével), and press the return key.

5. Type 2 (to obtain precision), and press the return key.

6. Type 30- (the percent of relative precision), and press the

return key.

9The computer program cannot use a value equal to 1.
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7. Type NO (since the maximum value of the conditional probability
is not known), and press the return key.

8. Type 0.2 (since the conditional probability is to be exceeded'by
0.2 with 5% probability), and press the return key.

Now, the following instructions are listed for the test:

"To achieve your test objectives, you must generate at least 17
failures. After the test you will re-access this program to analyze the
performance of your communication system. You will be asked to enter:

1. Your code number (It is 33),

2. The sample size,

3. The number of failures in the sample,

4. The number of pairs of consecutive failures in the sample,
5. The specified relative precision."”

Sections 4 and 4.2 discuss analysis of the test results for failure
probability parameters. The analysis part of this example, which resulted in
Test H, is shown at the end of Section 4.2.

4. ANALYSIS OF A TEST

Figure 14 is a subdiagram of Figure 3. It shows the operator-decisions
required for analysis of ‘each of the nine tests (labelled A through I). When
the program is re-accessed for analysis, the introductory message in Figure 8
is listed again. The test instructions assigned a code number to be entered
after the program is re-accessed for analysis of the test results. The code
number directs the computer program to the proper formulas to analyze the test
data. Table 4 contains code numbers and test labels for each type of perfor-
mance parameter, the adequacy of the sample size (resulting from the degree of
accuracy achieved in predicting the population density), and the confidence
level. '

It should be noted that the precision obtained from the test can differ
from the desired precision. This can happen when

the finite random samples vary among one another,
the population density is not as believed, or
some other assumption, like independence, is violated.
Section 4.1 discusses analysis of the time parameters (delays and

rates). Section 4.2 discusses analysis of the failure probability parameters.
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ve

I ENTER ENTER ENTER ENTER ENTER
CODE AND CODE AND CODE AND CODE AND CODE AND CODE AND
TEST SOME TEST SOME TEST TEST
RESULTS OF TEST RESULTS RESULTS OF TEST RESULTS RESULTS RESULTS RESULTS
RESULTS RESULTS
ENTER ENTLR ENTER
ABSOLUTE ABSOLUTE RELATIVE
PRECISION PRECISION PRECISION
¥
* * *
(2]
[Z]
> TEST ENTER TEST ENTER TEST
< MORE REMAINDER MORE REMAINDER MORF
= TRIALS OF TEST TRIALS OF TEST TRIALS
<< (CODE = 1112) RESULTS (CODE = 21.22) RESULTS (CODE = 31.32)
ENTER ENTER ENTER
CODE AND CODE AND CODE AND
TEST TEST TEST
RESULTS RESULTS RESULTS
T
TEST TEST TEST TEST TEST TEST TEST TEST TEST TEST TEST TEST
| ANALYSIS ANALYSIS ANALYSIS ANALYSIS ANALYSIS ANALYSIS ANALYSIS ANALYSIS ANALYSIS ANALYSIS ANALYSIS ANALYSIS
LISTED LISTED LISTED LISTED LISTED LISTED LISTED LISTED LISTED LISTED LISTED LSTED

% IF THERE ARE FEWER THAN TWO FAILURES ENTER P.. ., (IF KNOWN)

Figure 14. Operator-decision diagram for analysis.




Table 4. Code Numbers and Corresponding Test Labels
Resulting From Sample Size Determination

Sample Size Known Sample Size Not Known
To be Adequate To be Adequate
Before Test Before Test
Confidence Confidence
Level Level
90% 95% 90% 95%
De]ays . ____11_---___------12____-._-_-lg;-_-_--_--___lﬂ _______
w AorcC AorcC B B
=4
:ZEE Rates _...._gl _____________ gg-_--_. -_-_g§_____-__f____gﬂ' ________
8%2 DorkF DortfF E E
k=4
o-a-\Failure 1 U R 32 .33 . 34 _____]
Probability G or I G or I H H
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4.1 Time Parameters

There are three possible tests of delay parameters (tests A, B, and C)
and three possible tests of rate parameters (tests D, E, and F). Tests A and
D result from specifying a given sample size; Tests B and E result from speci-
fying a desired absolute precision and either not knowing the maximum standard
deviation of the delays (input/output times for rates) or realizing some
statistical dependence exists but not knowing the autocorrelation of lag 1}
and Tests C and F result from specifying a desired absolute precision, knowing
the maximum standard deviation, and knowing the trials are statistically
independent. Figures 15 and 16 are subdiagrams of the operator-decision
diagram for analysis of a test; they show the sequence of events that results
in -analysis of delays and rates.10
Test A
Enter the Following:

¢ Code Number. Enter 11 if the 90% confidence level was selected when the
sample size was determined or 12 if the 95% confidence level was selected.

¢ Mode of Data Entry. Enter 1 if data are to be entered from a keyboard or
2 if data are to be entered from a file.

O If data are to be entered from a keyboard, enter:

® Number of Total delays. This is an integer greater'than 1. The computer
program is designed for as many as 200 total delays.

e Total delaf in each trial. This is a positive decimal number in the form
XXXXXX.XXX; not all delays can be equal. Enier the delays in chronologi-
cal order, and include the decimal point.11

eUser-fraction of the total delay in each trial. The same restrictions'

apply as for the total delay.11
the total delay.

The units must be the same as those of

OIf data are to be entered from a file, enter:

10Due to space limitations in Figures 15 and 16, the first response after the
introductory messages is not shown. It asks whether test data is to be
entered from a keyboard or a file. If it is to be entered from a keyboard,
the remaining responses proceed as in these figures. If it is to be entered
from a file, the program asks the operator to enter the file name; since this
file contains all test data, the remaining response is simply the test
results. The symbol is used below to distinguish the two modes of data
entry. : :

11Immediately after entering a sequence of numbers, the computer program -

allows you to correct any number entered in error.
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ANALYSIS

i
—=
I
|
|
I

ENTER
CODE AND
RESULTS

ENTER
CODE AND
SOME
oF TEST

® © @ O

® ®

RESULIS

ENTER
ABSOLUTE
PRECISION

ENTER
REMAINDER
uF TESt
RESULTS

ENTER ENTER ENTER ENTER
CODE AND £QOE AND CODE AND CDDE AMD CODE AND
ES TEST
RESUUIS OF TEST RESULTS RESUTS RESULTS
RESULIS
| enner
ABSOLUTE
PRECISION
X

ENTER
CODE AND
TEST

RESULTS

*

TEST
ANALYSIS
LISTED

THIS IS THE ANS X3535/135 STATISTICAL DESIGN
AND ANALYSIS COMPUTER PROGRAM.

IF YOU ARE ACCESSING THIS PROGRAM
DETERMINE THE SAMPLE SIZE FOR YOUR TEST, PLEASE
TYPE THE INTEGER 0.

IF YOU ARE ACCESSING THIS PROGRAM TO ANALYZE
YOUR TEST, PLEASE TYPE THE CODE NUMBER YOU
WERE ASSIGNED WHEN THE SAMPLE SIZE WAS
DETERMINED,

IF YOU ARE ACCESSING THIS PROGRAM TO
DETERMINE WHETHER THE DATA YOU OBTAINED FROM
MORE THAN ONE TEST CAN BE CONSIDERED TO COME -
FROM THE SAME POPULATION (AND, HENCE, CAN BE
BROYUPED TO PROVIDE A SMALLER CONFIDENCE
INTERVAL), PLEASE TYPE THE INTEGER 40.

PLEASE TYPE THE NUMBER OF DELAYS.

PLEASE TYPE THE TOTAL DELAY IN EACH TRIAL
(IN CHRONOLOGICAL. ORDER). PRESS THE
RETURN KEY AFTER EACH ENTAY.

PLEASE TYPE THE USER-FRACTION OF THE DELAY
IN EACH TRIAL {IN CHRONOLOGICAL ORDER). PRESS
THE RETURN KEY AFTER EACH ENTRY.

VDUR TES’] RESULTED iN A(STIMATED MEAN
YOU CAN BE

J— CAl
J— PERCENT CONFIDENT THAT THE TRUE MEAN
DELAY IS BETWEEN ____
YOUR TEST RESULTED IN AN ESTIMATED MEAN
USER-FRACTION DELAY 0

YOU CANBE ___ PERCENT CONFIDENT THAT THE
TRUE MEAN |S BETWEEN ______ AND

Figure 15.

TEST
ANALYSIS ANAHS\S ks nmstxs
LISTED VISTED 1ISTED ISTED

N

l

ENTER 1
CODE AND

RESULTS

THIS IS THE ANS X3535/135 STATISTICAL OESIGN
AND ANALYSIS COMPUTER Pl

IF YOU ARE ACCESSING THIS PROGRAM T0
DETERMINE THE SAMPLE SIZE FOR YOUR TEST, PLEASE
TYPE THE INTEGER 0.

IF YOU ARE ACCESSING THIS PROGRAM TO ANALYZE
YOUR TEST, PLEASE TYPE THE CODE NUMBER YOU
WERE ASSIGNED WHEN THE SAMPLE SIZE WAS
DETERMINED.

IF YOU ARE ACCESSING THIS PROGRAM YO
DETERMINE WHETHER THE DATA YOU OBTAINED FROM
MORE THAN ONE TEST CAN BE CONSIDERED TO COME
FROM THE SAME POPULATION (AND, HENCE, CAN BE

1657
ANALYSYS ANMVSI& ANNVS\S ANALVSVS
USTED

# (€ THERE ARE FEWER THAR TIXO FAILURES ENTER P ..,

GROUPED TO PROVIDE A SMALLER CONFIDENCE
INTERVAL), PLEASE TYPE THE INTEGER 40.

PLEASE TYPE THE NUMBER OF DELAYS.

PLEASE TYPE THE TOTAL DELAV IN EACH TAIAL
(!N CHRONOLGGICAL GRDER). Pf
RETURN KEY AFTER EACH ENTRV

PLEASE TYPE THE AMOUNT OF TIME WITHIN o
WHICH YOU WISH TO KNOW THE AVERAGE
DELAY ().E. THE ABSOLUTE PRECISION). TYPE
= THIS VALUE IN.THE FORM XX.XXX.

TO ACHIEVE YOUR TEST OSJECTIVE, YOU MUST GENERATE
AT LEAST | MORE DELAYS, WHEN YOU RE-ACCESS THIS
PROGRAM TO . ANALYZE YDUR TESY, YOU WILL BE ASKED 10 ENTER:

1.'YOUR CODE NUMBER (I 1S ____}
2. THE NUMBER OF DELAYS.

3. THE TOTAL DELAY IN EACH TRIAL {IN CHRONOLOGICAL ORDER).
4. THE USER-FRAGTION OF THE DELAY IN. EACH TRIAL TIME

(N CHRONOLOGICAL GROER).

Program ‘messages

PLEASE TYPE THE USER-FRACTION OF THE DELAY
IN EACH TRIAL (IN CHRONOLOGICAL ORDER). PRESS
THE RETURN KEY AFTER. EACH ENTRY.

YOUR TEST HAS RESULTED IN AN E.:T\MATED “MEAN

DELAYOF . ¥
PERCENT CONFIDENT THAT THE TRUE MEAN
DELAY g BETWEEN

_YQUR TEST HAS RESULTED IN AN EST!MATED "MEAN
USER-FRACTION DELAY OF ..

YOU CAN BE ___ PERCENT CONFIDENT THAT THE
TRUE MEAN IS BETWEEN AND

TIF KNOWN )

(©)

THIS S THE ANS X3535/135 STATIST!CAL DESIGN
AND ANALYSIS COMPUTER PROGRAI

|F YOU ARE ACCESSING THIS PROGRAM T0
DETERMINE THE SAMPLE S$IZE FOR YOUR TEST, PLEASE
TYPE THE INTEGER 0.

. IF YOU ARE AGCESSING THIS PROGRAM TO ANALYZE
.YOUR TEST, PLEASE TYPE THE CODE NUMBER YOU
WERE ASSIGNED WHEN THE SAMPLE SIZE WAS
DETERMINED.

IF YOU ARE ACCESSING THIS PROGRAM TO
DETERMINE WHEYHER THE DATA YOU OBTAINED FROM
MORE THAN ONE TEST CAN BE CCNSIDERED 10 COME
FROM THE SAME POPULATION (AND, HENCE, CAN BE
BROUPED TO PROVIDE A SMALLER GONFIDENCE
INTERVAL), PLEASE TYPE THE INTEGER 40.

PLEASE TYPE THE NUMBER OF DELAYS.

PLEASE TYPE THE TOTAL DELAY IN EACH TRIAL
(IN.CHRONGLOGICAL ORDER). P
RFTURN KEY AFTER £ACH ENTRV

PLEASE TYPE THE USER-FRACTION 'OF THE DELAY
{N EACH TRIAL (IN CHRONOLOGICAL ORDER). PRESS
THE RETURN KEY AFTER EACH ENTRY,

VUUR TEST RESULTED IN AN ES’HMATED MEAN

DELA) -

PERCENT CONFIDENT THAT THE TRUE MEAN
DELAV ISBETWEEN . AND._

EST HAS RESULTED (N AN ESTIMATED MEAN'
USER-FRACTION DELAY OF
YOU CAN BE ___ PERCENT CONFIDENT THAT THE
TRUE MEAN IS BETWEEN

fon analysis of delays.



T
RESULTS

ANALYSIS:

ENTER
CODE AND

OF TEST
RESULTS

TEST
RESULTS

ENTER ENTER ERTER
€ODE AND GODE Ao CODE AND
7
RESULTS OF TEST RESULTS
RESULTS

ENTER
CODE AND
TEST.

RESULTS

TEST
ANALYSIS
LISTED

TEST
ANALYSIS
UISTED

TEST TEST
ANALYSIS ANALYSIS
UISTED USTED

THIS 1S THE ANS X3535/135 STATISTICAL DESIGN
AND ANALYSIS COMPUTER PROGRAM.

IF YOU ARE ACCESSING THIS PROGRAM TO
DETERMINE THE SAMPLE SIZE FOR YOUR TEST, PLEASE
TYPE THE INTEGER 0.

IF YOU ARE ACCESSING THIS PROGRAM TO ANALYZE
YOUR TEST, PLEASE TYPE THE CODE NUMBER YOU
WERE ASSIGNED WHEN THE SAMPLE SIZE WAS
DETERMINED.

IF YOU ARE ACCESSING THIS PROGRAM 0
DETERMINE WHETHER THE DATA YOU OBTAINED FROM
MORE THAN ONE TEST CAN BE CONSIDERED T0 COME
FROM THE SAME POPULATION (AND, HENCE, CAN BE
GROUPED TO PROVIDE A SMALLER CONFIDENCE
INTERVAL), PLEASE TYPE THE INTEGER 40.

PLEASE TYPE THE NUMBER OF TRIALS.

PLEASE TYPE THE INPUT/QUTPUT TIME IN EACH
TRIAL {IN CHRONOLOGICAL ORDER). PRESS THE
RETURN KEY AFTER EACH ENTRY.

PLEASE TYPE THE USER-FRACTION OF THE
INPUT/OUTPUT TEME IN EACH TRIAL (IN
CHAONOLOGICAL ORDER). PRESS THE RETURN KEY
AFTER EACH ENTRY.

PLEASE TYPE THE NUMBER OF BITS
TRANSFERRED (N EACH TRIAL. PLEASE PRESS
THE RETURN KEY AFTER EACH ENTRY.

YOUR TEST RESULTED IN AN ESTIMATED MEAN
!NPUT/OUTPUT TIMEGF _____. YOU CAN

T CONFIDENT THAT THE TAUE MEAM
INPUT/(JUTPLIT TIME IS BETWEEN _____ AND

"YOUR TEST HAS RESULTED IN AN ESTIMATED MEAN
USER FRADTION INPUT/OUTPU E OF
FE GEN ONF!DENT THAT THE THE
TRUE l\éEAN IS BETW:

EEN
THE STIMATED MEAN TRANSFER RATETS
U CAN BE __ PERCENT CDNFIDENT
THAT THE TRUE RATE 15 BETWEEN

Figure 16.

THIS IS THE ANS X3535/135 STATISTICAL DESIGN
AND ANALYS!S COMPUTER PROGRAM.

IF YOU ARE ACCESSING THIS PROGRAM TQ
DETERMINE THE SAMPLE SIZE FOR YOUR TEST, PLEASE
TYPE THE INTEGER 0.

IF YOU ARE ACCESSING THIS PROGRAM TO ANALYZE
YOUR TEST, PLEASE TYPE THE CODE NUMBER YOU
WERE ASSIGNED WHEN THE SAMPLE SIZE WAS
DETERMINED.

IF YOU ARE ACCESSING THIS PROGRAM TO
DETERMINE WHETHER THE DATA YOU OBTAINED FROM
MQRE THAN ONE YEST CAN BE CONSIDERED T0 COME
FROM THE SAME POPULATION (AND, HENCE, CAN BE
GROUPED TO PROVIDE A SMALLER CONFIDENCE
INTERVAL), PLEASE TYPE THE INTEGER 40.

PLEASE TYPE THE NUMBER OF TRIALS.

PLEASE TYPE THE INPUT/OUTPUT TIME IN EACH
TRIAL (IN CHRONGLOGICAL ORDER). PRESS THE
RETURN KEY AFTER EACH ENTRY.

PLEASE TYPE THE LARGEST ABSOLUTE ERROR
ACCEPTABLE FOR THE TRANSFER RATE.
THIS VALUE IN THE FORM XX.XXX

O ACHIEGE 1OURTEST GRECTVE, 04 UST NG 0 555
MRE TRIALS. WHEN YDU RE-ACCESS THIS PROGRAM T0
RV Yogh EBY Y0 Wi B ASKED 10 ETER
1. YOUR CODE NUNBER (1 15—
2, THE ND
o me NPURcouTPUT T FOR EAGH THAL i CARGHOLSGICa ORGER)
T LS HAGTON OF EACH RUT VLT T (N CHROKOLSHCAL

ER)
<, 0 AUMBER OF DTS TRANSFERRED UF EACH TRAL [N CHRONDLOGICAL
ORDER). -

PLEASE TYPE THE USER-FRACTION OF THE
INPUT/OUTPUT TIME IN EACH TRIAL {IN
CHRONOLOBICAL ORDER). PRESS THE RETURN KEY
AFTER EACH ENTRY.

PLEASE TYPE THE NUMBER OF BITS TRANSFERRED
IN EACH TRIAL. PLEASE PRESS THE RETURN KEV
AFTER EACK ENTRY.

YOUR TEST RESULTED IN AN ESTIMATED MEAN
INPUTIUUTPUT TIME OF

PERCENT CONFIDENT THAT THE TRUE MEAN
TNPUT/OUTPUT TIME IS BETWEEN ______ AND

"YDUR TEST HAS RESULTED IN AN ESTIMATED MEAN
USER FRACTKON INPUT/QUTPUT TIM:
CAN PERCENT CONFIDENT THAT HAT THE
TRUE MEAN IS BE AND

THE ESTIMATED MEAN TRANSFER RATE IS
. YOU CAN BE _____ PERCENT CUNFKDENT
THAT THE TRUE RATE IS BETWEEN _____

® ®

ENTER ENTER ENTER
CODE AND CODE AND CODE AND
TEST TEST T
RESULTS RESULTS RESULTS
ENTER
RELATIVE
PRECISION
3 ¥

TEST
MORE
TRIALS

(CODE = 3132

ENTER
CODE AND
TEST

RESULTS

*

TEST TEST TEST TEST
ANALYSIS ANALYSIS ANALYSIS ANALYSIS
LISTED LISTED LISTED LISTED

THIS IS THE ANS X3535/135 STATISTICAL DESIGN
AND ANALYSIS COMPUTER PROGRAM.

IF YOU ARE ACCESSING THIS PROGRAM TQ
DETERMINE THE SAMPLE $IZE FOR YOUR TEST, PLEASE
TYPE THE INTEGER 0.

1F YOU ARE ACCESSING THIS PROGRAM TO ANALYZE
YOUR TEST, PLEASE TYPE THE CODE NUMBER YOU
WERE ASSIGNED WHEN THE SAMPLE SIZE WAS
DETERMINED,

IF YOU ARE ACCESSING THIS PROGRAM TO

DETERMINE WHETHER THE DATA YOU QBTAINED FROM
MORE THAN ONE YEST CAN BE CONSIDERED TO COME
FROM THE SAME POPULATION (AND, KENCE, C#N BE
GROUPED TO PROVIDE A SMALLER CONFIDENCE
INTERVAL), PLEASE TYPE THE INTEGER 40.

PLEASE TYPE ™' NUMBER OF TRIALS.

PLEASE TYPE THE INPUT/QUTPUT TIME IN EACH
TRIAL (IN CHRONOLOGICAL ORDER). PRESS TRE
RETURN KEY AFTER EACH ENTRY.

PLEASE TYPE THE USER-| FRACT]ON OF THE

INPUT/QUTPUT TIME IN EACH TRIAL (IN
CHRONDLOG CAL ORDER). PRESS THE RETURN KEY
AFTER EACH ENTRY.

PLEASE TYPE THE NUMBER OF BITS
TRANSFERRED N EACH TRIAL. PLEASE PRESS
THE RETURN KEY AFTER EACH ENTRY.

YOUR TEST RESULTED IN AN EST!MATED MEAN

INPUT/QUTPUT TIMEQF _______ 8E
PERCENT CONFIDENT THAT Tt THE TRUE MEAN

NPUT/QUTPUT TIME (S BETWEEN

“YOUR TEST HAS RESULTED IN AN ESTIMATED MEAN
USER FRACTION INPUTIUUTPUT TIMEOF _____
CONFIDENT THAT THE

T E [
THE ESTIMATED MEAN TRANSFER R
PERCENT CONFIDENT
THAT THE TRUE RATE IS EETWEEN

Program messages for analysis of rates.
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¢ File Name. The name should be a character name of the form AAAAAA. The
file format must be 2F16.3. Columns one and two contain the total delay
and the user-fraction of the total delay, respectively. The data are to
be listed in chronological order. The program is designed for as many as
200 records.

Analysis consists of:

® The estimation of the mean delay and its confidence limits.

® The estimatlon of the mean user-fraction of the total delay and its
confidence limits.

Test B
Enter the following:

e Code number. Enter 13 if the 90% confidence level was selected when the
sample size was determined or 14 1f the 95% confildence level was selected.

® Mode of Entry. Enteér 1 if data are to be entered from a keyboard or 2 if
data are to be entered from a file.

O If data are to be entered from a keyboard, enter:

® Number of Total delays. This 1s an integer greater than 1. The computer
program is designed for as many as 200 total delays.

e Total delay in each trial. This 1s a posiltive decimal number in the form
XXXXXX.XXX; not all delays can be equal. Enter the delays in chronologi-
cal order, and include the decimal po:l.nt.T1

¢ Absolute precision. This is a positive decimal number as defined in
Section 2.4. Depending upon the total delays, the confidence level, and
the absolute precision, the computer program determines whether more
trials are rgquiied.

If no more trilals are required, enter:
e User-fraction portion of the total delay i1in each trial. The same

" The units must be the same

restrictlons apply as for the total delay.
as those of the total delay.

D If data are to be entered from a file, enter:

® File Name. The name should be a character name of the form AAAAAA. The
file format must be 2F16.3. Columns one and two contain the total delay

and the user-fraction of the total delay, respectively. The data are to

11Imm.ediately after entering a sequence of numbers, the computer program
allows you to correct any number entered in error.
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O]

be entered in chronological order. The program is designed for as many as

200 records.

s

® Absolute precision. This 1is a positive decimal number as defined in

Section 2.4.1. Depending upon the total delays, the confidence level, and
the absolute precision, the computer program determines whether more

trials are required.

If no more trials are required, analysis consists of:

e The estimation of the mean delay and its confidence limits.

e The estimation of the mean user-fraction of the total delay and its

confidence limits.

On the other hand, if more trials are required, analysis consists of:

L Determining'thé number of additional trials reguired.

. Assignfng¢a new code number for the next analysis (11 for the 90% confi-

dence level or 12 for the 95% confidence level)., The number of required
trials is now known (i.e.,.the total from the preliminary Test B and this
one). Hence, after this test, this re-eﬁtry code will cause analysis to
proceed as after Test A, which results from knowing, initially, that the

sample size is sufficient.

Test C

This is the same as Test A.

Test D

Enter the following: °

Code number. Enter 21 if the 90% confidence level was selected when the
sample size was determined or 22 if the 95% corifidence level was selected.
Mode of entry. Enter 1 if data aré to be entered from a keyboard or 2 if
data are to be entered from a file.

If data are to be entered from a keyboard, enter:

Number of trials. This is an integer greater than 1. The computer pro-
gram is designed for as many as 200 trials.

Total input/output time in each trial. This is a positive decimal number
in the form XXXXXX.XXX, not all equal. Enter the input/output times in
1

chronological order,.and include the decimal point.

User-fraction of the total input/ocutput time in each trial.

11

Immediately aftef°~enteriﬁg a sequence of numbers, - the computer program

allgws you to correct any number entered in éerror.
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The same restrictions apply as for the total input/output time.11 The
units must be the same as thoseiof the total input/output time.
e Number of bits transferred in each trial. This is a positive integer
having from 1 to 10 digits.
0 1f data are to be entered from a file, enter:
® File name. The name should be a character name of the form AAAAAA. The
file format must be 2F16.3, F16.0. Columns one, two, and three contain
the total input/output time in eaéh trial, the user-fraction of the total
input/output time in each trial, and the number of bits transferred in
each trial, respectively. The data are to be entered in chronological
order. The program is designed for as many as 200 records.
Analysis consists of:
¢ The estimation of the mean input/output time and its confidence limits.
o The estimation of the mean user-fraction of the input/output time and its
confidence limits.
¢ The estimation of the mean transfer rate and its confidence limits.
Test E
Enter the following:
® Code number. Enter 23 if the 90% confidence level was selected when the
sample size was determined or 24 if the 95% confidence level was selected.
® Mode of entry. Enter 1 if data are to be entered from a keyboard or 2 if
data are to be entered from a file. '
O 1f data are to be entered from a keyboard, enter:
® Number of trials. This is an integer greater than 1. The computer pro-
gram is designed for as many as 200 trials.‘
® Total input/output time in each trial. This is a positive decimal number
in the form XXXXXX.XXX, not all equal. Enter the input/output times in
chronological order, and include the decimal point.11
® Absolute precision. This is a positive decimal number as defined in
Section 2.4.1. Depending upon the total input/output times, the
confidence 1level, and the absolute precision, the computer program

determines whether more trials are required.

11Imm.ediately after entering a sequence of numbers, the computer program
allows you to correct any number entered in error.
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If no more trials are required, enter:

e User-fraction of the total input/output time in each trial. The same
restrictions apply as for the total input/output time. The units must be
the same as those of the total input/output time.

e Number of bits transferred in each trial. This 1s a positive integer
having from 1 to 10 digits.

O If data are to be entered from a file, enter:

¢ File name. The name should be a character name of the form AAAAAA. The
file format must be 2F16.3, F16.0. Columns one, two, and three contain
the total input/output time in each trial, the user-fraction of the total
input/output time in each trial, and the number of bits transferred in
each trial, respectively. The data are to be 1listed in chronological
order. The program is designed for as many as 200 records.

e Absolute precision. This 1is a positive decimal number as defined in
Section 2.4. Dependlng upon the total delays, the confidence level, and
the absolute precision, the computer program dJdetermines whether more
trials are required.

If no more trials are requlired, analysls consists of:

e The estimation of the mean input/output time and its confidence limits.

e The estimation of the mean user-fraction of the input/output time and its
confidence limits.

e The estimation of the mean transfer rate and ilts confidence limits.

On the other hand, if more trlals are required, analysis consists of:

® Determining the number of additional trials required.

® Assigning a new code number for the next analysis (21 for the 90% confi-
dence level or 22 for the 95% confidence level). The number of required
trials 1s now known (i.e., the total from the preliminary Test E and thils
one). Hence, after the test, thils re-entry code will cause analysis to
proceed as after Test D, which results from knowing, initially, that the

sample size is sufficient.
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Test F

This is the same as Test D.

The following example 1is

Section 3.1.
EXAMPLE ¢

conducted.

The test from the example in Section 3.1

the

analysils

It produced the following 13 delays:

5-' 80, 50, 60, 70, 6-, 60, and 5.
4., 4., 4., 2.,

user-fraction delays 3.,

3.,

5.,

portion of the

example in

(Test C) has been
50, 70, 6-, 50, 40[
It also produced the following 13

3.,

30, 4.,

and 3. Enter the data from a keyboard, and analyze the test.

SOLUTION:

1.
2.
3.
4.
5.

-

7.
8.

Gain
Type
Type
Type
Type
Type
Type
Type
Type
Type
Type
Type
Type
Type
Type
Type
Type
Type

access to the computer program.

5., 4.,

11 (the assigned code number), and press the return key.

1 (for keyboard entry), and press the return key.

13
5.,
Tes
6.,
5.,
4.,
5.,
8.,
5.,
6.,
Tes
6.,
6.,
5.,
0

(the
and
and
and
and
and
and
and
and
and
and
and
and

and

number of

press

press

press:

press
press
press
press
press
press
press
press
press

press

(since all

return key.

Type
Type
Type
Type
Type
Type
Type

3.,
4.,
4.,
4.,
2.,
3.,
S5,

and

and

and
and
and
and

and

press
press
press
press
press
press

press

the
the
the
the
the
the
the
the
the
the
the

the

the

delays tested), and press the return key.

return
return
return
return
return
return
return
return
return
return
return
return

return

key.
key. .
key.
key.
key.
key.
key.
key.
key.
key.
key.
key.
key.

delays were entered correctly), and press the

the
the
the
the
the
the
the

return
return
return
return
return
return

return
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Type 3., and press the return key.
Type 3., and press the return key.
Type 4., and press the return key.
Type 5., and press the return key.
Type 4., and press the return key.
Type 3., and press the return key.

The following analysis of the test is listed:

"Your test resulted in an estimated mean delay of .57692E+01.
You can be 90 percent confident that the true mean delay is
between .52757E+01 and .62627E+01.

Your test has resulted in an estimated mean user-fraction
delay of .62664E+00. You can be 90 percent confident that the
true mean is between .58465E+00 and .66864E+00."

(Execution for this example required .22 central processing seconds on a main

frame, 60-bit word computer.)

4.2 Failure Probability Parameters
There are three possible tests of fai;ure probability (Tests G, H, and

I). Test G resulted from specifying a given sample size; Test H resulted
from specifying a desired relative precision but not knowing the maximum value
of the conditional probability, P11; and Test I resulted from specifying a
desired relative precision and knowing the maximum value of Pyqe Figure 17 is
an operator-decision subdiagram of Figure 14. It shows the sequence of events
leading to analysis of fallure probability. Since analysis of the failure
probability requires entry of the code number and only three other numbers,
there is no provision for entry from a file.
Test G
Enter the following:

® Code number. Enter 31 if the 90% confidence level was selected when the

sample size was determined or 32 if the 95% confidence level was selected.

12The confidence 1limits are closer to the estimate of the mean than the
specified 0.7 seconds (l.e., 0.49) because the sample standard deviation of
the delays is 1.05 (smaller than the 1.5 maximum entered when the sample size
was to be determined). )
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ENTER
CODE AND

ENTER
CODE AND

RESULTS

ENTER ENTER ENTER
CODE AND CODE AND GODE AND
SOME
RESULTS RESUUS 0F TEST RESULIS

ENTER
CODE AND

RESLLTS

ENTER ENTER
£ODE S CODE AND
T

RESUUIS

OF TEST
RESYUS

ENTER
RELATIVE
PREZISION

ENTER
ABSOLUTE
PRECISION

ENTER
REMAINDER
F 1EST
RESULTS

ANALYSIS

ENTER . ENTER ENTER -
CODE A8D CODE AND CODE AND
1
RESULTS RESULTS RESULTS N
*

TES) TEST TEST TEST TEST TEST TEST
ANAI.VSIS ANALvsvs wALvSls ANALYSIS ANALYSIS ANALYSIS ANALYSIS ANALYSIS ANALYSTS Av.msv Ar.nws;s ANALYSIS
LISTED LISTED LISTED STED LISTED LISTED LISTED

(&) . (W) : O

TRIS IS THE ANS X3535/135 STATISTICAL DESIGN THIS 1S THE ANS X3535/135 STATISTKCAL DESIGN THIS 15 THE ANS X3$35/135 smnsnc,u_ CESIGN
AND ANALYSIS COMFUTER PROGRAM. AND ANALYSIS COMPUTER PROGRAI AND ANALYSIS COMPUTER PROGRAJ

IF YOU ARE ACCESSING THIS PROGRAM TO IF YOU ARE ACCESSING THIS PROGRAM 0 JF YOU ARE ACCESSING THIS PRDGFMM 0
DETERMINE THE SAMPLE SIZE FOR YOUR TEST, DETERMINE THE SAMPLE SIZE FOR YOUR TEST, DETERMINE THE SAMPLE SIZE FOR YOUR TEST,
PLEASE TYPE THE INTEGER 0. PLEASE TYPE THE INTEGER 0. PLEASE TYPE THE INTEGER 0.

IF 'fOU ARE ACCESSING THIS PROGRAM TO IF YOU ARE ACCESSING THIS PROGRAM T0 IF YOU ARE ACCESSING THIS PROGRAM TO
ANALYZE YOUR TEST, PLEASE TYPE THE CODE ANALYZE YOUR TEST, PLEASE TYPE THE CODE ANALYZE YOUR YEST, PLEASE TYPE THE CODE
NUMBER YOU WERE ASSIGNED WHEN THE SAMPLE NUMBER YOU WERE ASSIGNED WHEN THE SAMPLE NUMBER YOU WERE ASSIGNED WHEN THE SAMPLE
SIZE WAS DETERMINED. $'ZE WAS DETERMINED. SIZE WAS DETERMINED.

IF YOU ARE ACCESSING THIS PROGRAM TO IF YOU ARE AGCESSING THIS PROGRAM TO IF YOU ARE ACCESSING THIS PROGRAM TO
DETERMINE WHETHER THE DATA YOU OBTAINED FROM DETERMINE WHETHER THE DATA YOU DBTAINED FROM DETERMINE WHETHER THE DATA YOU OBTAINED FROM
MORE THAN ONE TEST CAN BE CONSIDERED T0 COME MORE THAN ONE TEST CAN BE CONSIDERED TO COME MORE THAN ONE TEST CAN BE CONSIDERED TO COME
FROM THE SAME PGPULATION (AND, HENCE, CAN BE FAOM THE SAME POPULATION (AND, HENCE. CAN BE FROM THE SAME POPULATION (AND, HENCE, CAN BE
GROUPED 0 PROVIDE A SMALLER CONFIDENCE GROUPED T0 PROVIDE A SMALLER CONFIDENCE GROUPED TO PROVIDE A SMALLER CONFIDENCE
INTERVAL), PLEASE TYPE THE INTEGER 40. INTERVAL). PLEASE TYPE THE INTEGER 40, INTERVAL). PLEASE TVPE THE INTEGER 40.

PLEASE TYPE THE SAMPLE SIZE FROM YOUR ?EgSE TYPE THE SAMPLE SIZE FROM YOUR B ?’égSE ‘TVPE THE SAMPLE SiZE FROM YOUR
TEST. B .

PLEASE TVP!: THE NUMBER OF FAILURES IN PLEASE TYPE THE NUMBER OF FAILURES IN PLEASE TYPE THE NUMBER OF FAILURES IN
THE SAM THE SAMPLE. THE SAMPLE,

PLE&SE TYPE THE NUMBER OF PAIRS OF PLEASE TYPE THE NUMBER OF PAIRS OF PLEASE TYPE THE NUMBER OF PAIRS OF
CONSECUTIVE FAILURES IN THE SAMPLE. CONSECUTIVE FAILURES IN THE SAMPLE. CONSECUTIVE FAILURES IN THE SAMPLE,

PLEASE TYPE THE DESIRED RELATIVE
PRECISION AS A PERCENT (L.E., A ONE~
OR TWO0-DIGIT NATURAL NUMBER).

CAN YOU ESTIMATE THE MAXIMUM VALUE OF ] CAN YOU ESTIMATE THE MAXIMUM VALUE OF CAN YOU ESTIMATE THE MAXIMUM VALUE OF
THE CONDITIONAL PROBABILITY OF A FAILURE THE CONDITIONAL PROBABILITY OF A FAILURE, THE CONDITIONAL PROBABILITY OF A FAILURE.
GIVEN THAT A FAILURE HAS OCCURRED IN THE GIVEN THAT A FAILURE MAS OCCURRED IN THE GIVEN THAT A FAILURE HAS OCCURRED IN THE
PREVIDUS TRIAL? IF YOU CANNOT. THE VALUE PREVIOUS TRIAL? IF YOU CANNOT, THE VALUE  E PREVIOUS TRIAL? IF YOU CANNOT. THE VALUE
0.8 WILL BE USED. PLEASE TYPE YES 08 NO. 0.8 WILL BE USED. PLEASE TYPE YES OR NO. 0.8 WILL BE USED. PLEASE TYPE YES OR NO.

5

70 ACHIEVE VUUR TESTTUBJECT\VE You

4. YOUR CUDE NUMBER {Tis _ )

YOUR TEST RESULTED'IN AN ESTIMATED YOUR TEST RESULTED IN AN ESTIMATED YOUR TEST RESULTED N AN ESTIMATED

FAIL ATE OF .., YOU CAN BE FAILURE RATEOF __________. YQU CAN BE 3 FAILURE EOF - . Al
c T CONFIDENT THAT THE TRUE ____ PERCENT CONFIDENT THAT THE TRUE PERCENT CONFIDENT THAT THE TRUE

FAILURE F(ATE 1S BETWEEN FAILURE RATE S BETWEEN _______ AND FAILURE RATE IS BETWEEN A

————m

JFigure 17. Program messages for analysis of faﬂdre probabﬂitieé.



¢ Sample size (the number of trials). This is a positive integer having
from 1 to 10 digits.'S
e Number of failures in the sample. This number is an integer from zero to
one less than the sample size.
¢ Number of pairs of consecutive failures. This is an integer from zero to
one less than the number of failures. (However, enter zero if there are
also zero failures.)
Analysis consists of:

The estimation of the mean failure rate and its confidence limits.
Test H
Enter the following:

& Code number. Enter 33 if the 90% confidence level was selected when the
sample size was determined or 34 if the 95% confidence level was
selected.

°.Sample size (the number of trials). This is a positive integer having
from 1 to 10 digits.13

® Number of failures in the sample. This number is an integer from zero to
one less than the sample size.

® Number of pairs of consecutive faillures. This is an integer from zero to
one less than the number of failures. (However, enter zexro if there are
also zero failures.)

® Relative precision. This is a one~ or two-digit positive integer as
defined in Section 2.4.2.

If the number of failures is less than 2, enter (if known):
® Maximum value of the conditional probability of a failure given that a
failure occurred in the previous trial. (SeevSection 3.2.)
If no more trials are required, analysis consists of:
¢ The estimation of the mean failure rate and its confidence limits.
On the other hand, if more trials are required, analysis conéists of:
* Determining the number of additional trials required.

® Assigning the new code number (31 for the 90% confidence level or 32 for

131f the number of failures in the sample is zero or one, the sample size must
have a minimum value (to preclude an arithmatic error in computing the upper
confidence limit). This minimum value depends on the number of failures, the
confidence level, and the maximum value of the conditional probability (to be
entered below). This minimum sample size is listed in Table 5. '
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Table 5. Minimum Sample Sizes When the Number
of Failures is Zero or One

NUMBER OF FAILURES

MAXIMUM ' 0 1%
VALUE OF '

CONDITIONAL
PROBABILITY 1 90% 95% 90% 95%

0.99 2
0.95
0.90
0.80
0.70
0.60
0.50
0.40
0.30
0.20
0.10
0

26

N
o))

(14)
(11,12)
(8,9)
(7)

(6)

(5)

-
~

(19)
(15)
(11)
(9)
(7,8)
(6,7)
(5,6)

MNNDWWWHBdOODWG
NWWWWaEDOOOOW
-—
B Ao RS NUOW
—
F T NS T N O NG . N

*EXCLUDE THE SAMPLE SIZES IN PARENTHESIS; THEY ARE NOT ACCEPTABLE.
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Test

This

the 95% confidence level). The number of required trials is now known

(i.e., the total from the preliminary Test H and this one). Hence, after

this test, this re-entry code will cause analysis to proceed as after

Test G, which results from knowing, initially, that the sample size 1is

sufficient. ,

I

is the same as Test G.

EXAMPLE: The test from the example in Section 3.2 has been conducted
(Test H). It resulted in 752650 trials, 17 failures, and three
pairs of consecutive failures. Thetspecified relative precision was
30%. Analyze the test data. ' '

SOLUTION:

1. Gain access to the computer program.

2. Type: 33 (the assigned code number), and press the return key.

3. Type: 752650 (the number of trials), and press the feturn kéy.

4. Type: 17 (the number of failures), and press the reéturn key.

5. Type: 3 (the number of pairs of consecutive failures), and press the

return key. :

6. Type: 30 (the percentage relative precision), and press the return

key'-

7. The following analysis of the test is listed:

"To achieve your test objective, you must generate at:ledst 50 more
failures. After the test you will re-access this program to analyze
the performance of your communication system. You will be asked to
énter:

1. Your code number (it is 31),

2. The total sample size,

3. The total number of failures,

4. The total number of pairs of consecutive failures."

EXAMPLE: (continued): The second test has been conducted (now Test G
because the sample size is known). It resulted in 2249012 additional
trials, 50 additional failures, and 8 additional pairs of consecutive
failures. Analyze the combined data from both tests.

SOLUTION:

1. Gain access to the computer program.

2. Type: 31 (the assigned code number), and press the return key.

o
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3. Type: 3001662 - (the total number of trilals), and press the
return key.

4. Type: 67 (the total number of failures), and press the return
key.

5. Type: 11 (the total number of pairs of consecutive faillures),
and press the return key.

6. The following analysis of the test is listed:
"Your test resulted in an estimated faillure rate of .22321E-04.
You can be 90 percent confident that the true failure rate is
between .17340E-04 and .28342E-04." The relative precision
achieved 1s 24.6%, better than the specified 30%.

5. ANALYSIS OF MULTIPLE TESTS
‘ When multiple tests have been conducted to measure a performance para-
meter, it 1s possible that the trials came from the same population. If so,
they may be grouped to provide a single larger sample. The larger sample
should provide a narrower confidence interval than do any of the individual
samples and, hence, more informatién about the population mean.

Figure 18 shows the initial three decisions required to analyze multiple
tests. After gaining access to the computer program, the code number 40 must
be entered. Then select the performance parameter and the confidence level.
Section 5.1 discusses the test of homogeneity for delays and rates, and Sec-

tion 5.2 discusses the test of homogeneity for failure probability.

5.1 Time Parameters

The procedures to analyze multiple tests of delays and rates are similar.

To analyze multiple tests of delays proceed as in Figure 19, and enter

| the following:

® Number of tests. This 1s an integer from 2 to 6. The computer program
could be altered to accommodate more tests.

e Mode of Data Entry. Enter 1 i1f data are to be entered from a keyboard or
2 1f data are to be entered from filles.

O 1f data are to be.entered from a keyboard, enter:

‘e The number of delays during test 1. This 1is a positive Integer. The
computer program 1s currently designed for as many as 200 delays (the

total from all tests).
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THIS 1S THE ANS X3S35/135 STATISTICAL DESIGN AND
ANALYS!S COMPUTER PROGRAM.

IF YOU ARE ACCESSING THIS PROGRAM TO DETERMINE
THE SAMPLE SIZE FOR YOUR TEST, PLEASE TYPE THE
INTEGER 0.

IF YOU ARE ACCESSING THIS PROGRAM TO ANALYZE
YOUR TEST, PLEASE TYPE THE CODE NUMBER YOU WERE
ASSIGNED WHEN.THE SAMPLE S1ZE WAS DETERMINED.

IF YOU ARE ACCESSING THIS PROGRAM TO DETERMINE
WHETHER THE DATA YOU OBTAINED FROM MORE THAN
ONE TEST CAN BE CONSIDERED TO COME FROM THE
SAME POPULATION (AND, HENCE, CAN BE GROUPED TO
PROVIDE A SMALLER CONFIDENCE INTERVAL), PLEASE
TYPE THE INTEGER 40.

DO YOUR TESTS MEASURE
1. DELAYS,
2. RATES,
OR
3. FAILURES?
PLEASE TYPE THE INTEGER LISTED AT THE
LEFT OF THE APPROPRIATE PARAMETER.

THE PERFORMANCE OF THE PARAMETER THAT
YOU SELECTED CAN BE MEASURED TO PROVIDE
ONE OF THE FOLLOWING LEVELS OF
CONFIDENCE:

1. 90%

2. 95%
PLEASE TYPE THE INTEGER LISTED AT THE
LEFT OF THE CONFIDENCE LEVEL THAT YQU
HAVE SELECTED.

Figure 13. Initial program messages for analysis of multiple tests.
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PLEASE TYPE THE NUMBER OF TESTS. THIS
_II\_IHAANB%R MUST BE GREATER THAN 1 AND LESS -

DO YOU WISH TO ENTER THE TEST DATA
R . FROM A KEYBOARD

2. FROM A FILE
PLEASE TYPE THE INTEGER AT THE LEFT OF THE
DESIRED ENTRY MODE.

PLEASE TYPE THE NUMBER OF DELAYS
0BSERVED DURING TEST 1.

PLEASE ENTER THE NAME OF THE FILE CONTAIN-
ING DATA FROM TEST 1. THIS NAME SHOULD

BE A CHARACTER NAME OF THE FORM
AAAAAA.

PLEASE TYPE (IN CHRONOLOGICAL ORDER) THE
DELAYS OBSERVED DURING TEST 1. PRESS THE
RETURN KEY AFTER EACH ENTRY.

PLEASE TYPE THE NUMBER OF DELAYS
OBSERVED DURING TEST 2.

PLEASE ENTER THE NAME OF THE FILE-CONTAIN-
ING DATA FROM TEST 2. THIS NAME SHOULD
BE A CHARACTER NAME OF THE FORM
AAAAAA.

PLEASE TYPE (IN CHRONOLOGICAL ORDER) THE
DELAYS OBSERVED DURING TEST 2. PRESS THE
RETURN KEY AFTER EACH ENTRY.

WITH 95% CONFIDENCE THE TRIALS CAN BE
CONSIDERED T0 COME FROM THE SAME
POPULATION. HENCE, THEY CAN ALL BE
GROUPED TO DETERMINE A SMALLER
CONFIDENCE INTERVAL.

PLEASE TYPE THE USER-RESPONSIBLE PORTION
OF EACH OF THE __ TRIALS (IN CHRONOLOGICAL
OR%E‘?). PRESS THE RETURN KEY AFTER EACH
EN

WITH 95% CONFIDENCE THE TRIALS CANNOT
BE CONSIDERED T0 COME FROM THE SAME
POPULATION. HENGCE, THEY CANNOT BE
GROUPED TO DETERMINE A SMALLER
CONFIDENCE INTERVAL.

IF YOU WISH, OMIT DATA FROM ONE OR
MORE TESTS THAT ARE THOUGHT TO CAUSE
REJECTION, AND RE-ACCESS THIS PROGRAM.
YOUR CODE WILL REMAIN 40.

YOUR ‘IESTS RESULTED IN AN ESTIMATED
AVERAGE DELAY OF _________. YOU CAN

BE ____ PERCENT CONFIDENT THAT THE TRUE
AVERAGE DELAY IS BETWEEN

L1l —

YOUR TESTS RESULTED IN AN ESTIMATED
AVERAGE USER-RESPONSIBLE FRACTIONAL
DELAYOF . YOU CAN BE

PERCENT CONFIDENT THAT THE TRUE
AVERAGE IS BETWEEN AND

Figure 19. Program messages for analyses of multiple tests of delays.
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¢ The delays observed during test 1. These are positive decimal numbers in
the form XXXXXX.XXX. Enter the delays in chronological order, aﬁd include
the decimal point.14
® Repeatedly, the last two types of data for each remaining test. Not all
delays can be equal (or division by zero will occur).15

If the trials cannot be combined,

e analysis 1s halted; the program states that data from one or more tests
thought to cause rejection can be omitted, and the test for homogeneity
can be repeated.

If the trials can be combined, enter:

¢ User-fraction of the delay, in each trial. These are positive decimal

numbers in the form XXXXXX.XXX. Enter the delays in chronological order

14 Not all of the user-fraction delays can

‘and include the decimal point.
be equal (or division by zero will occur)f

OIf data are to be entered from files, enter:

® File name for test 1. The name should be a character name of the form

AAAAAA. The file format must be 2F16.3. Columns one and two contain the

total delay and the user-fraction portion of the total delay, respec~-

tively. The data are to be listed in chronological order. The program is
designed for as many as 200 records (the tdtal from all tests).
e File name for test 2. The same comments apply as for test 1.

Repeatedly, the file names for all remaining tests. WNot all delays can be
equal (or division by zéro will occur).15
If the trials cannot be combined,

e analysis 1is halted; the program states that data from one or more tests
thought to cause rejection can be omitted, and the test for homogeneity
can be repeated.

On the other hand if the trials can be combined, analysis consists of:

e The estimation of the mean delay and its confidence limits.

®* The estimation of the mean user-fraction of the delay and its confidence

limits.

-

14Immediately after entering a sequence of numbers, the computer program
allows you to correct any number entered in error.

15The computer program determines, at the 95% confidence level, whether the
trials from the tests can be combined. This confidence level should not be
confused with the confidence level you chose for the interval about the
estimate of the population mean.
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"To analyze multiple tests of rates proceed as in Figure 20, and enter the

following:

® Number of tests. This is an integer from 2 to 6. The computer program
could be altered to accommodate more tests.

® Mode of data entry. Enter 1 if data are to be entered from a keyboard or
2 if data are to be entered from files.

U If data are to be entered from a keyboard, enter:

e Number of trials during test 1. This is a positive integer. The computer
program is currently designed for as many as 200 trials (the total from
all tests). ' )

e Input/output times during test 1. These are positive decimal numbers in
the form XXXXXX.XXX. Enter the input/output times in chronological order,

and include the decimal point.16

® Repeatedly, the last two types of data for each remaining test. Not all
input/output times can be equal (or division by zero will occur).17

If the trials cannot be combined,

e analysis is halted; the program states that data from one or more tests
thought to cause rejectioﬁkcan be omitted, and the test for homogeneity
can be repeated. '

If the trials can be combined, enter:

e User fraction of the input/output time in each trial. These are positive

decimal numbers in the form XXXXXX.XXX. Enter the input/output times in

161mmediately’ after entering a sequence of numbers, the computer program
allows you to correct any number entered in error. ' ‘

l7The computer program determines, at the 95% confidence level, whether the

‘trials from the tests can be combined. This confidence level should not be
confused with the 'confidence 1level you chose for the interval about the
estimate of the population niean.
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Figure 20.

PLEASE TYPE THE NUMBER OF TESTS. THIS
?#‘I\ANBER MUST BE GREATER THAN 1 AND LESS
7.

DO YOU WISH T0 ENTER THE TEST DATA
1 FROM A KEYBOARD

2 FROM A FILE?
PLEASE TYPE THE INTEGER AT THE LEFT OF THE
DESIRED ENTRY MODE.

PLEASE TYPE THE NUMBER OF TRIALS 0BSERVED
DURING TEST 1.

PLEASE ENTER THE NAME OF THE FILE CONTAIN-
ING DATA FROM TEST 1. THiS NAME SHOULD
BE A CHARACTER NAME OF THE FORM

PLEASE TYPE (IN CHRONOLOGICAL GROER) THE
INPUT/OUTPUT TIMES OBSERVED DURING TEST 1.
PRESS THE RETURN KEY AFTER EACH ENTRY.

PLEASE TYPE THE NUMBER OF TRIALS OBSERVED
DURING TEST 2.

PLEASE ENTER THE NAME OF THE FILE'CONTAIN-
ING DATA FROM TEST 2. TH!S NAME SHOULD

BE A CHARACTER NAME OF THE FORM
AAAARA,

PLEASE TYPE {IN CHRONOLOGICAL ORDER) THE
INPUT/QUTPYUT TIMES OBSERVED DURING TEST 2.
PRESS THE RETURN KEY AFTER EACH ENTRY.

WITH 95% CONFIDENCE THE TRIALS CAN BE
CONSIDERED TO COME FROM THE SAM
POPULATION. HENCE, THEY CAN ALL BE
GROUPED TO DETERMINE A SMALLER
CONFIDENCE INTERVAL.

PLEASE TYPE THE USER-FRACTION OF THE
TRIALS (IN CHRONOLOGICAL ORDER). PRESS
THE RETURN KEY AFTER EACH ENTRY.

PLEASE TYPE THE NUMBER OF BITS
TRANSFERRED IN EACH OF THE __ __ TRIALS.

8
T s SQUFIDENCE THE TRIALS CANNOT YOUR TESTS RESULTED IN AN ESTIMATED MEAN
POPULATION. HENCE. THEY CANNOT BE : DERCENT CONEIBT T TRU‘E%E%’;\IN B
GROUPED TO DETERMINE A SMALLER PR o
CONFIDENCE INTERVAL.

IF YOU WISH, OMIT DATA FROM ONE OR “VGUR TESTS RESULTED IN AN ESTIMATED e
MORE TESTS THAT ARE THOUGHT T0 CAUSE USER-FRACTION INPUT/OUTPUT TIME OF
REJECTION, AND RE-ACCESS THIS PROGRAM. ¥0U CAN BE ___ PERCENT cownuem T
YOUR CODE WILL REMAIN 40. TRUE MEAN IS BETWEEN _____AND

Program messages for analysis of multiple tests of
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18 Not all of the

chronological order, and include the decimal point.
user-fraction input/output times can be equal (or division by zero will
occur).
* Number of bits transferred in each trial. These are positive integers
having from 1 to 10 digits.
O If data are to be entered from files, enter:
® File name for test 1. The name should be a character name of the form
AAAAAA. The format must be 2F16.3, F16.0. Columns one, two, and three
contain the total input/output time in each trial, the user-fraction of
the total input/output time in each +trial, and the number of bits
transferred in each trial, respectively. The data are to be listed in
chronological order. The program is designed for as many as 200 records
(the total from all tests).
e File name for test 2. The same comments apply as for test 1.
o Repeatedly, the file names'for all remaining tests. Not all input/output
times can be equal (or division by zero will occur).19
If the trials cannot be combined,
analysis is halted; the program states that data from one or more tests
thought to cause rejection can be omitted, and the test for homogeneity
can be repeated.
Analysis consists of:
e The estimation of the mean input/output time and its confidence limits.
¢ The estimation of the mean user-fraction of the input/output time and its
confidence limits.

o The estimation of the mean transfer rate and its confidence limits.

5.2 Falilure Probability Parameters
It is useful to determine whether trials of more than one test of failure
probability .can be combined to form a larger sample size. If they can be

combined, the larger sample size should cause the confidence limits to become

18Immediately after entering a sequence of numbers, the computer program
allows you to correct any number entered in error.

19The computer program determines, at the 95% confidence level, whether the
trials from the tests can be combined. This confidence level should not be
confused with the confidence 1level you chose for the interval about the
estimate of the population mean.
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closer, thereby providing more information about the population mean failure
probabilitye.
To analyze multiple tests of a failure probability parameter, proceed as
in Figure 21 and enter the following:
e Number of tests. This is a positive integer from 2 to 6. The computer
7 program could be altered to accommodate more tests. A test that resulted
in zero failures cannot be included.
® Number of trials in each test. This is a positive integer having from 1
to 10 digits.
e Number -of failures.in each test. This is a positive ,integer having from 1
to 10 digits.
o Number of pairs of consecutive failures in each tht. This is a non-nega-
tive igteger)having from 1 to 10 digits. “ )
There are three possible results: k
® The trials cannot be combined because they fail the test fo£~homogeneity.
Analysis is halted and the program states that data from one or more tests

thought to cause rejection can be omitted, and the test for homogeneity

can be repeated.

® The trials cannot be tested for homogeneity because the total number of
pairs of consecutive failures is zero. A statement to this effect is
listed. Héwever, for the operator's information, the data are combined;
analysis proceeds and consists of:
® The estimation of the mean failure rate and its éonfidence limits (as
if the trials were from the same pdpulation).
® The trials”can be considered to come from the same population. A state-
ment is listed; analysis proceeds and consisfs of:

® The estimation of the mean failure rate and its confidence limits.»

6. ACKNOWLEDGMENTS_

The author .is indebéed tb Neal B. Seitz, the Project Leader, for guidance
during all phases of this project; to Drs. Edwin L. Crow and Earl D. Eyman for
techni?al"assistance; to Catherine L. Edgar for testing ma;y_examples of the
computer program; and to Charlene E. Cunningham, Marylyn Olson, apd Carole Ax

for typing this report.

56 . ;



Figure 21.

WITH 95% CONFIDENCE THE TRIALS CANNDT
BE CONSIDERED TO COME
POPULATION. HENCE, THEV CANNUT BE

GROUPED T0 DETERMINE A SMALLER
CONFIDENCE INTERVAL.

IF. YOU WISH, OMIT DATA FROM ONE OR
MORE TESTS THAT ARE THOUGHT TO CAUSE
REJECTION, AND RE-ACCESS THIS PROGRAM.
YOUR CODE WILL REMAIN 40.

PLEASE TYPE THE NUMBER OF TESTS.

PLEASE TYPE THE NUMBER OF TRIALS IN EACH
TEST. PRESS THE RETURN KEY AFTER EACH
ENTRY.

PLEASE TYPE THE NUMBER OF FAILURES IN
EACH TEST. PRESS THE RETURN KEY AFTER
EACH ENTRY.

PLEASE TYPE THE NUMBER OF PAIRS OF
CONSECUTIVE FAILURES IN EACH TEST. PRESS
THE RETURN KEY AFTER EACH ENTRY,

SINCE THERE ARE NO PAIRS OF CONSECUTIVE
FAILURES, THE HOMOGENEITY OF THE
SAMPLES CANNOT BE DETERMINED. EVEN SO,
THEY WILL BE GROUPED TO DETERMINE A
SMALLER CONFIDENCE INTERVAL,
TESTS RESULTED IN AN ESTIMATED

MEAN FALURE RATEOF ______

10ENT THAT THE TRUE

BE _ . CONFID
MEAN FAILURE RATE 1S BETWEEN
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WITH 95% CONFIDENGE THE TRIALS CAN BE
CONSIDERED TQ COME FROM THE SAME
PQPULATION. HENCE, THEY CAN ALL BE
GROUPED TO DETERMINE A SMALLER
CONFIDENCE INTERVAL.

TESTS RESULT IN AN ESTIMATED
FAILURE RATEOF . YOU CAN BE

ERCENT CONFIDENT THAT THE TRUE
FAILLIRE RATE IS BETWEEN AND

Program messages for analysis of probabilities of failure.
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APPENDIX A: MATHEMATICAL FORMULAS
This Appendix contains the mathematical theory used to determine the

1 The formu-

sample size, an estimate of the mean, and its confidence limits.
las are numbered here, in the structured design diagrams (Appendix B), and in
the computer program listing (Appendix C). The name of the subroutine using
the formula is also listed beneath the formula number.

Section A.1 states the formulas to determine the sample size; Section A.2
states the formulas for the analysis (i.e., the estimate of the population
mean and the smallest confidence interval about that estimate); and

Section A.3 states the formulas used to determine whether trials from multiple

tests can be grouped to provide a better estimate of the population mean.

A.1 Sample Size Determination for a Test

Sometimes the sample size is determined by time or budget. However, it
is usually determined by the precision required for the application of the
communication system.

If precision is required, the sample size is determined by either the
relative or the absolute precision and the confidence level. The following
equations determine the sample size required to achieve a given precision at a
given confidence level. 1In one type of problem, the equations determine the
sample size from knowledge of certain maximum values of the population. In a
second type, they determine a minimum preliminary sample size. Statistical
information from the preliminary sample i1s then used to determine the number
of additional obsexrvations (if any) that is necessary to achieve the required

precision.

A.1.1 Time Parameters

Even though time parameters consist of both delays and rates, the re-
quired sample size is determined from delays (i.e., the time to accomplish
functions such as access, information transfer, and disengagement).

Delays are non-negative values. Since they are bounded below by zero but

unbounded above, they cannot be normally distributed. Data indicate they are

1Only a sketch of the theoxry is given here. The detailed theory was obtained
from the referenced reports and boocks, other texts, and extensive private
communication with E. L. Crow.

59



’ asymmetric, but not far from normally distributed (possibly log-normally oxr
gamma distributed).

The sample mean has been selected to estimate the population mean. It is
sometimes not used because it can be contaminated by outlying values. This
objection has been removed since ANS X3.102 defines a delay to be a failure if
it exceeds three times the nominal delay. The sample mean is an unbiased
estimate2 for any distribution and efficient for the normal and gamma
distribﬁtion. The sample median is another common estimate of the population
mean. However, it is inefficient for the normal and gamma distributions.

To estimate the population mean of the delays, specify two measures of
precision:

® The absolute precision with which the estimate must approximate the
mean delay.

® The level of confidence that the absolute precision has been
achieved.

The required sample size can be determined if we know both the maximum
value of the population standard deviation of the delays and the extent of the
statistical dependence among them. Otherwise a preliminary test of at least
ten delays 1is recommended to estimate the sample standard deviation and the
statistical dependence (as measured by the autocorrelation of lag 1).

The required sample size can be determined from one of the following four
cases:

A.1.1.1. The upper bound of the population standard deviation of the delays
is known, and the delays are independent:

Iif Opnax i1s the upper bound of the population standard deviation, u, is
the upper 1000% point of the normal density, and a is the absolute precision
as specified by the half-liength of the 100(1-2¢q) confidence interval, the

required number of delays is

u ax
n ={—28ax) (2-1)
a ‘
[SSDTIM]

2An estimate of a parameter is said to be an unbiased estimate if it's
expected value equals the parameter.
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A.1.1.2. The upper bound of the population standard deviation is known, and
the delays are dependent with known autocorrelation of lag 1:

If Py is the autocorrelation of lag 1, the required number of delays is

u o 2 1+ p1
n = (.ﬁ.&iﬁ) . <.______). (a-2)
a 1 - p1

[SSDTIM]

A.1.1.3. The upper bound, Omax’ of the population standard deviation is
known, and the delays are dependent with unknown autocorrelation of lag 1:
A.1.1.3.1. Conduct a preliminary test of n' delays, LAY (at least 10 delays)
in order to estimate the autocorrelation of lag 1.

A.1.1.3.2. From the preliminary test, compute,r1(w), the estimate of the

autocorrelation of lag 1:

n'-1
£ (W) = ——— > (w.— W) (w,, .~ W) (a-3)
1 s (n'-1) i=1 i
[SSDTIM]
where
n'
v S, (A=4)
n =1 1
* [SSDTIM]
and
n'
2 1 -2
s° = =3 gz; (we=w) . (A-5)
[SSDTIM]

A.1.1.3.3. Determine tn'—1 of the upper 100g% point of the Student t distri-
r

bution corresponding to n'~1 degrees of freedom. (This value is determined in

subroutine STUDNT. )

A.1.1.3.4. Compute

o 1 + r_ (w)
Alx,) =t max | 1 . (2-6)

n‘=-1,a ’ n' V 1 - r1(w)

[SSDTIM]
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The guantity,

1+ 1, (w)
S = —— ! (A=7)
w n' 1 =1 (w) '
1
[ -1
is a measure of the uncertainty of w called the standard error.
Ao1-1t305. NOW’
oif A(r1) > a, test
AN
n=n f—=—] =n (A-8)
a
[SSDTIM]

additional delays.
¢ Otherwise no more delays need to be tested.
A.1.1.4. The upper bound of the population standard deviation is not known.

Proceed as in A.1.1.3, except use s instead of omax in (A-6).

A.1.2 Failure Probability Parameters

If trials result in either success or failure and are statistically
independent they have the binomial distribution with failure probability, P.
However, successive trials are usually dependent. In this case, one can model
the failure probability with a Markov chain of order m (where a large m indi-
cates a high order of dependence between successive trials). For instance,
the Markov chain of order m=0 assumes independence, and a Markov chain of
order m=1 assumes that the occurrence of an error depends (to some extent) on
the occurrence of an error on only the previous trial.

This report models the trials by a stationary first-order Markov chain.
A statlonary Markov chain is one that is independent of time. The first-order
model results from defining the parameter, P11, the conditional probability of
a failure given that a failure occurred in the previous trial.

Suppose Xqr Xgy eee, X is a sequence of identically distributed random

n
varijiables each of which can assume one of two values (0 for a success and 1
for a failure).
Then
P = P[xi=1] for i=1, 2, see, n
and,

P11 = P[Xi=1lxi_1=1] for i=2’ 3, esa, INNe
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We see that
L P11 > P means 1's and 0's tend to cluster,
. P11 = P means the trials are independent,
and
. P11< P means 1's and 0's tend to alternate.
Let s be the number of failures and r be the number of pairs of consecu-

tive failures. For a sample of size n,

n

n
s ==§: X,, and ¥ =
i

Fi-1%y
i=1 =2 L

To determine the sample size required to estimate the mean of the failure
probability parameter with the desired precision, it is necessary to specify
two measures of precision:

¢ The relative precision with which the estimate shéuld approximate the
failure probability mean.
e The 1level of confidence that the relative precision has been
achieved.
The method to determine the required sample size depends upon whether or not

the maximum value of P (called P ) 1is known:3
11max

11

A.1.2.1. P11max is known: The number of failures to be tested is

1 + P11
s =85, . ——:————925 (A-9)

P11max

[SSDFLR]
where s; < is a function of the specified relative precision and confidence
level. This function is called SINDF in subroutine SSDFLR.

A.1.2.2. is not known:

P11max

A.1.2.2.1. Specify, b, the absolute precision with which P is to be deter-

11
mined. For example, if P11 is needed only to a rough approximation, specify

b=0.5. We are concerned only with P being too large. For example, we might

11

estimate P to be 0.2 when it is actually 0.7. On the other hand, if P11 is

11
needed quite precisely (or thought to be near =zero), specify b=0.1. The

smaller is b, the larger is the sample size required to estimate P11.

3since testing is halted because a prescribed number of failures (not trials)
has been achieved, failures have the negative binomial distribution.
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A.1.2.2.2. Specify the one-sided confidence level for Pyqs and determine its
associated upper 1000 percentage point,\uu,of the normal density.4
"Ae1.2.2.3. The number of failures necessary to estimate P11 as close as or
closer than b with the desired level of confidence is

u V2

s ==} . (3-10)
2b
[SSDFLR]

A.1.2.2.4. Conduct a preliminary test that generates at least s' failures.
A.1.2.2.5. If the test resulted in s failures (i.e., s > s') and r pairs of

consecutive failures, compute

25911 + ua2 + (2sP11 + uuz) - 4sP112(s + ua2)
P = - (A-11)
110 s + u2)
¢ [ANZFLR]
where‘
~ r
= - A-12
P11 s ( )
n [ANZFLR]
A.1¢2.2.6. Determine
1+ P
_ 11U
. R EC R (A=13)
[SSDFLR]
Act1e2.2.7. Now,
e If sg > s', test
s =84 - s! (A-14)
additional faijilures. : [SSDFLR]

oTf Sg £ s', no more observations are required.

A.2 BAnalysis of a Test
Analysis consists of estimating the population mean and determining the
smallest confidence interval about that estimate for the given confidence

level.

4The confidence level of 95% is used in the computer program, so u, = 1.645.
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A.2.1 Time Parameters

There are two types of time parameters: delay and rate parameters. The
delay can be the total delay or the fraction of the total delay for which the
user is responsible. The rate 1is the number of elements5 transferred during a

certain period of time (Referred to in ANS X3.102 as the input/output time).

Ae2.1.1. Total delay. The population mean delay, W, is estimated from n

delays by w in (A-18), and the 100(1-20)% confidence limits for W are

_ 1+ x (0172
L AL b T (W) ’
and (A-15)
[ANZTIM]
3 1+ (w172
WU=w+tn_1,&(s/ n) m .

where r, is defined in (A-3), but replace n' by n. The parameters s and r1(w)

are computed in equations (A-5) and {(A-3) respectively, and t is the

n=1,q
upper 100q% point of the Student t distribution for n-1 degrees of freedom.

A.2.1.2. User-responsible fraction of the delay. If W is the population mean
total delay and T is the population mean user-responsible delay, the popula-
tion mean of the user-responsible fraction of the delay is

T

An unbiased estimate of p is

2
- s S
pro=fe e I(E - (2=17)
w tw w [ANZTIM]
where
1 n
w = - (A"18)
Y= ;;; Wit .
= [ANZTIM]
5

These elements are usually (but need not be) user information bits or blocks.
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- 1 &
t == 15131 t (3-19)
T ANZTIM
, 1fa Y AR R [ANZTIM]
= e - LI R - A-20
St T 11 gg%(ti t) T -z (t) ‘ ( )
L— [ANZTIM]
n 1+ x_(w)
2 _ 1| < - 2 1 _
S ) (wy =W EENCHN B (a-21)
| [ANZTIM]
; la _ _ 1+, (t)Y1/2 1+ x,(w)\1/2
Sew T wT|2 WO T ) (T m ) o )
a [ANZTIM]
and
2
2 fs s
"
g2, Bt w_, B (a-23)
P S S tw
[ANZTIM]
The confidence limits for p are
= w o
P, =P YaSpn
and (A-24)
[ANZTIM]
=p" +us
Py =P Ep

where u, is the upper 100¢% point of

the normal density.

A.2.1.3. Rate. If B is the number of elements (e.g., bits) successfully

transferred during a performance measurement period and w is the duration of

the period (the input/output time, a delay), the transfer rate for a particu-

lar period is

(A-25)
[ - 1
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The transfer rate of the communication system is

R = lim B . (A-26)
weo W
[ - 1
It can be estimated by
-~ B
R == (A=27)
w
[ANZTIM]
where
- 1 &
B = Y féﬁ Bi 7 | (A-28)
[ANZTIM]

and w is determined from (A-18). Each B; should be nearly equal and each wy
should be allowed to vary.

The confidence limits for the system transfer rate, R, are

B

R =-— ,
W

L U

and (A-29)
[ANZTIM]

B

Ry = W

where WL and WU are determined in (A-15).

A.2.2 Failure Probability Parameters
Suppose Py and Py are the lower and upper confidence limits for P. We

seek a 100(1-2¢) percent confidence interval for P such that
n s
2 £GP Py ,n) = a, and D £(ilP,Py/m) =
i=s i=0

where f(iIP,P11,n) is the probability function of s with parameters P, Piqe
and n.

If P11 is known, these sums determine the exact confidence limits for P.
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However, the procedure requires excessive computer time and storage for n
over, say,150. Furthermore, for a large sample size and small probabilities,
exact confidence limits are unnecessary.

When the number of failures exceeds one, the confidence limits can be
approximated satisfactorily by using the normal approximation and the Poisson
approximation; these two approximations are then averaged. To obtain the
normal approximation, the sums (above) are replaced by the normal integral
with the mean and variance of s (Crow and Miles, 1977). For small P, the
binomial distribution (for the number of failures) can be well approximated by
the Poisson distribution as modified by Anderson and Burstein (Crow and Miles,
1977).

Analysis of the failure probability parameters involves estimating the
mean failure rate, P, and the upper and the lower confidence 1limits, Py and

P The unbiased estimate of the mean fajlure probability is

Lo

P = (A=30)

[ANZFLR]

Sln

where s is the number of failures, and n is the sample size.

Formulas for the 100(1-20)% confidence limits for P depend upon whether
the number of failures exceeds 1 or not.
A.2.2.1. Number of failures ekceeds 1.
In this case, the confidence 1limits for P are the average of the 100(1-20)%
confidence limits for an approximation to the normal density and an approxima-

tion to the Poisson density:

+
P = Prx * Prp
L 2 ’
and - (a-31)
[ANZFLR]
PUN + PUP

PU=——-——-—2 .

-~

As seen in (A-37) and (A-41), both approximations utilize the quantity, F,
which is given by the formula
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6

F=1+————>x *|In - E (A~32)
1 - 1 -
n( P e [ANZFLR]
where
Q=1-P, (A-33)
[ANZFLR]
- r
11 - _ ; 4 (A_34)
s [ANZFLR]
and
~ (P14 - P)
p = ———t— (A-35)
2 [ANZFLR]

A.2.2.1.1. Normal approximation confidence limits. These limits are given by

nv + 2s - 1 - R

Pin = 2n(1 + V) ’
and (A-36)
nv + 2s + 1 + R+ [ANZFLR]
Pon = Tom(1 F V)
where
0; = E% *F ’ (A-37)
[ANZFLR]
(nuac“)2
[ANZFLR]
6

Often P is very small and n is very large. In such cases, p™ would be small
enough to caugse a fatal error in execution of the computer Brogram. To avoid
this, the program assigns to " the maximum of o™ or 1X10-2 . See subroutine
LIMIT in Appendices B and C. ’
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(v + 28 + 12 - (25 + 1)2(1 + v /2, (A-39)

R+ =
[ANZFLR]
R_= [(nv + 25 -~ )2 = (28 - 1H2(1 + v)11/2, (A-40)
[ANZFLR]

and uy is the upper 1009% point of the normal density.
A.2.2.1.2. Poisson approximation confidence limits. These confidence limits

depend upon whether Prp exceeds zero or not:

*if Py 0,
P,=P-(P=-P_)°F,
and (A~41)
A . [ANZFLR]
Pyp =P + (Py = P) " F .
eif PLP < 0,
Prp =0,
and (A-42)
) [ANZFLR]
k1 -~ . °
Pup = (Pypr =~ Prp) ° F

The confidence 1limits, Prq and PUI’ are approximate confidence limits for P

assuming the trials are independent (i.e., assuming P11 = P):

P =
LI s -1~-1L !
n - (——m——)
and (A-43)
[ANZFLR]
U
P =
UL 4+ a+ (=5

2

where L and U are confidence limits for the mean of a Poisson distribution and
d is a numerical adjustment. (U, L, and 4 are determined from tables in
subroutine POISS.) ‘

A.2.2.2. The number of failures is 0 or 1. In this case the confidence

limits are obtained from the cumulative probability function of s
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1

(i.e., £(0|P,Pqq,n) = 0, and )  £(i|P,Pyq,n) = @):

and

where

and

The value of PU

where

(This is the

P., <0,

LP
quently,

i=0

PL = 0 f
(A-44)
[ANZFLR]
p = 1 - x 7
U 2 - P11 - X
e
A
(g—) n-1 for s=0
U
X = < (A-45)
aQ 1 [ANZFLR]
U n-3
3 for s=1 ,
+ -
\_ 1 Z2PU Z1PU
zg=(n=1(1=-p02-1,
(A-46)
[ANZFLR]
zy = (n-2)(1-py% -2,
is obtained by iteration. The first value of Qy is
oy =1 - Pyp (B=47)
[ANZFLR]
PUP = (PUI - PLI) *F . (A=-48)
[ANZFLR]

upper Poisson approximate confidence limit when s > 1, and

but P Subse~

1 is replaced by P44 in (A-35) when computing F.)

’see Table 5.
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[ANZFLR]

where PU was obtained in the previous iteration (i.e., if indices are used,

QU(i) = 1= PU(i—1) for i=2, 3,...). Iteration continues until

Pu(i) X

U(i-1)

1 - 105 < <1+ 10 (A-50)
[ANZFLR]

where k > 0. In this computer program, k = 4.

A.3 Analysis of Multiple Tests
If a performance parameter is measured more than once, it may be possible
to group the data from the multiple tests, and, by virtue of the larger sample
size, obtain a better estimate of the population mean. However, the data can
be grouped only if there is no reason to reject the hypothesis that they come
from the same population.
The following two sections provide the formulas necessary to test this

hypothesis for time and failure probability parameters, respectively.

A.3.1 Time Parameters

To determine if the data from multiple tests can be combined, determine
the F-statistic and compare it with the corresponding percentage point of the
F distribution.

Suppose there are m tests and n; delays from each test. The total number
of delays is

m
N=D2 n . (A-51)
=1 [FTEST]

The jth observation from the ith test is denoted by Wij’ the estimate of the

mean delay during the ith test is

i
(A=52)

’.'.!l—n

W, =
ie

n
W,,
-9 *J

—k

i3 [FTEST]

Compute
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m i
2 2
s, = Z; Z% i3 " v (A-53)
[FTEST]
The estimate of the population mean for all i and j is
n,
- . i
"Tw EE% =1 "i3 a-sa)
3 [FTEST]
Compute
m
1 -2
= — 2: -w)" . (A-55)
1= [FTEST]
Now, the P-statistic,
2
Sq
F = ;5 ‘ (A-56)
e [FTEST]

is compared with the F distribution (at the upper 95% in this computer pro-
gram) with m-1 and N-m degrees of freedom.

If the F-statistic is less than the F distribution percentage point,
there 1s no reason to reject the hypothesis that the samples come from the
same population. Hence, the samples are grouped and the methods of
Section A.2.1 employed to obtain a better estimate of the population mean
delay or rate.

If the F-statistic exceeds the corresponding value of the F distribution,
the F test can be conducted again while omitting data from one or more tests
that are thought to cause rejection of the hypothesis (of course, data from at

least two tests must remain).

A.3.2 Eailure Probability Parameters

- If there are k tests of a fallure probability parameter, the number of
observations, failures, and pairs of consecutive failures can be denoted by
n., s., and rj, respectively, where j=1,2,...,k. - Moreover, the total‘number

J J
of each can be denoted by

k
N = En,, S = Zsj, and R = Z'rj v (A-_57)
[CHISQR]



respectively.

Th
en X i A X ,
o Ega (Sj =P (P11j - P11ave)
X 1(Byq) = : -1 ) L T (A=58)
11ave 11ave [CHISQR]
is the chi-squared statistic, where
- S .
[CHISQR]
-~ R 8
= — -60
11ave _ ’ (A=60)
S - kp [CHISQR]
and
A X,
i = —_l (a-61)
5 7 Py [CHISQR]

If Xﬁ_1(P11) exceeds the 5% point of the chi-squared distribution for k=1

degrees of freedom, then there is a question that the data from the k tests
should be combined. In this case the chi-squared test can be conducted again
while omitting data from one or more tests that are thought to cause rejection
of the hypothesis. (Of course, data from at least two tests must remain.)

if Xﬁ_1(P11) does not exceed the 5% point of the chi-squared distribution

with k=1 degrees of freedom, compute

~ 2
) k (P. - P)
X _q(P) = 21 ——l-————-;A T (A=62)
)= By [CHISOQR]
where
~ S_
p, =1, (A-63)
j n,
3 [CHISQR]

8The chi-squared test cannot be used when R=0.
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- _ _nj 1/2
N :—ff—-_—-—‘_)—)— *my - :——'-—_‘;f— (B-64)
j [CHISQR]
;I,;‘z = ;I:% . EJ? : (A-65)
J J [CHISOR]
Q=1- P, (A-66)
[CHISQR]
and ~ -3
p = —1lf—V§—-— . (A=67)
2 : [CHISQR]

The chi-squared statistic for P is compared with the chi-squared distri-
bution just as it was for P11- If neither Xi_1(Pi1) nor X§_1(P) exXceeds the
5% point, there is no reason to reject the hypothesis that the data from the k
tests come from the same population.

Compute the confidence limits exactly as in Section A.2.2, substituting

5 for P ,

P for P

“11ave 117

o] for [

R for r .,

s for s .

and
N for n .
REFERENCES.

Crow, E. L., and M. J. Miles (1977), Confidence limits for digital error rates
from dependent transmissions, Office of Telecommunications Report 77-118,
March. Extension of Crow's 1974 report to the case of dependent errors.

Two~state (Markovz error mode assumed.
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APPENDIX B: STRUCTURED DESIGN DIAGRAMS OF THE COMPUTER PROGRAM

This Appendix is the set of structured design diagrams that describes the
logic of the computer program, STATDA. Subroutines involved with Sample Size
Determination begin with SSD. Those involved with Analyzing the data begin
with ANZ. Those involved with Time parameters end with TIM, and those involv-
ed with Failure probability parameters end with FLR. Subroutine MULTIP analy-
zes data from multiple tests.

Figure B-1 shows the relationship among the subroutines (with the excep=-
tion of subroutines that allow entry of data and responses and allow correc-
tion of data incorrectly entered from a keyboard). Figure B-2 is the diagram
of the main program. The remaining figures are diagrams of the subroutines
listed alphabetically by name.1 In these figures, diamonds indicate deci-
sions, rectangles indjcate arithmetic operations, and parallelograms indicate
input (output is omitted). The tables in the figures 1link the parameter
notation of the computer program (Appendix C) with that of the mathematical
formulas (Appendix A).

1Three subroutines (called ENTERA, ENTERI, and ENTERX) that allow entry of
data and responses from a keyboard are omitted. Also, if test data for time
parameters are entered from a file (instead of a keyboard) only trivial
changes occur in Figures B-2 and B-7.

77



8L

STATDA

ANZFLR

POISS

w} / Y
ANZTIM SSDFLR SSDTIM MULTIP
} Y Y Y (
LIMIT STUDNT ANZFLR STUDNT FTEST CHISQR
1 y \
ANZTIM ANZFLR LIMIT
r y Y
STUDNT POISS LIMIT

Figure B-1. Organization of the subroutine used by the main program, STATDA.
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Sample Size Determined

* Enter: Code #

Code
Acceptable?

Analyze
Multiple
Tests?

MULTIP

Sample Size Test Analyzed
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I « Cail: SSDTIM I
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Sample
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* Call: ANZFLR

Figure 3-2.

Structured design diagram of the main program, STATDA.



» Determine; U

e Call: POISS

e Determine: PUI, PLI, PH
QH

No

'

® Assign: PL=0

e Enter: P11

¢ Determine: RHOH

e Call: LIMIT

* Determine: FH,PUP, ALPHA,
P11H, P11U, PU, QU, Z1, Z2

° Assign: YY=0.0001, |=0

—

¢ Determine:
I, X, PU, QU, Y, PUP

1Y <14 Yy ID—eS

e Call: LIMIT
V, RR, RN, PUN, PLN,

¢ Determine: P11H, RHOH
¢ Determine: FH, SIGPH,

PUP, PLP

No

® Determine: PUP, PLP

1

il

¢ Determine: PU, PL, P11U

e Write;error msg

Figure B-3.

PROGRAM MATHEMATICAL
NOTATION NOTATION
(Appendix C) (Appendix A)

ALPHA @ —
FH £ (A-32)
PH p (A-30)
PL PL (A—31,44)
PLI Pu (A-43)
PLN Pin (A-38)
PLP Pip  (A—41,42)
PU Pu (A-31,44)
PUI Pyl (A-43)
PUN Pun (A-36)
PUP Pup (A-41,42,48)
P11 Py —
P11H Py (A-34)
P11U P (A1)
QH a (A-33)
Qu Qu (A-47)
RHOH F (A-35)
RN R_ (A-40)
RP R, (A-39)
SIGPH op (A-37)
u Uy —
v Y (A-38)
X X (A-45)
YY 10~k (A-50)
z1 z, (A-46)
z2 2, (A-46)

Structured design diagram of ANZFLR.
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Start

e Call: STUDNT

e Determine: WAVE, TAVE,
SWW, STT, STW, R1W, WL,
WU, PP, R1T, SPP, U; PL, PU

Yes

No

¢ Determine: BAVE, RHAT,
RL, RU

Return

PROGRAM MATHEMATICAL
NOTATION NOTATION
(Appendix C) (Appendix A)
BAVE B (A-28)
PL PL (A-24)
PP p” (A17)
PU Pu (A-24)
RHAT R (A-27)
RL . Ry (A-29)
RU Ry (A-29)
RIT 1,(t) (A-3)
R1W ry(w) (A-3)
SPP Sy (A-23)
STT S (A-20)
STW Stw (A:22)
sSWW Su (A-21)
TAVE t (A-19)
U Uy -
WAVE w (A18)
wL wy A-15)
wu wy A-15)

Figure B-4. Structured design diagram of ANZTIM.
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e Call: ENTERI()

e Call: ENTERI()
¢ Define: K(h=L

<>

Figure B-5. Structured design diagrams of CHECKI and CHECKX.
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Start

e Call: ENTERN(I)

e Call: ENTERX(A)
¢ Define: X(l)=A

Figure B-5. Continued.
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e Enter: K

e Call: CHECKI
e Determine: N, S, R, PH(l),
PB, QB, PH11AV, RHOB

e Call: LIMIT
* Determine: SIGPH2,
PH11(l), CHI
Yes
No

¢ Determine: CHI11, CHIS

CHI<CHI5
and
CHI11<CHI5?

PROGRAM | MATHEMATICAL
NOTATION NOTATION
(Appendix C) (Appendix A)

CHI 1K2_ (P (A62)
CHI11 x2_,(P,) (A58)
CHI5 - _
FBJ F (A-64)
K k —
N N (A-57)
NC(l) n; -
PB P (A-59)
PH(I) P, (A-63)
PH11(I) Poi (A-61),
PH11AV Prave  (A-60)
QB Q (A-66)

/R R (A67)
RC(l) ? _
RHOB I} (A-67)
s s (A-57)
SC(l) s -
SIGPH2 5 g] (A-65)

Figure B-6.
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PROGRAM MATHEMATICAL
NOTATION NOTATION
(Appendix C) (Appendix A)

BIT B, -
F F (A-56)

e Enter: M FDIST — —_
M m —
N(I) n -
SE s? (A-53)
S s? (A-55)
TUR(I) 4 —
V(i,J) wij —
WBAR w (A-54)
WD() Wie (A-52)

/- Enter: N(l), V(I,J)]

\

*Call: CHECKX
*Determine: WD(l), WBAR, SE,
S1, F, FDIST

Yes

No

/ ° Entef: TUR(l)/

1

* Call: CHECKX

/ e Enter: BIT() /

¢ Call: CHECKI

¢ Determine: CODE
e Call: ANZTIM

Figure B-7. Structured design diagram of FTEST.
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Start

i

¢ Define: K=0
A=1

e Determine: A=A¥R
K=K+1

PROGRAM MATHEMATICAL
NOTATION NOTATION
(Appendix C) (Appendix A)
n in ANZFLR (A-32)
N n; in CHISQR (A-64)
. { p in ANZFLR (A-32)
5 in CHISQR (A-64)

Figure B-8. Structured design diagram of LIMIT.
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[0 Enter: PARAM/

[Enter: CONLEV /

<3 (DELAY AND RATE) =3 (FAILURE)
PARAM?
Y \/ Y
« Call: FTEST * Call: CHISQR

Figure B-9. Structured design diagram of MULTIP.
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S>1007?

Yes

\ 4 4 4

¢ Determine: YL, YU ¢ Determine: YL, YU ¢ Determine; YL, YU

® Determine: D

PROGRAM MATHEMATICAL
v NOTATION NOTATION
(Appendix C) (Appendix A}
Return 5 I
S s —
YL L —
Yu U —

Figure B-10. Structured design diagram of POISS.
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Start

L

¢ Determine: SIND

No

>.

Yes

(Det. Sample Size)

CODE>0?

{

Adeq.)

(Det. if Sample Size

P11 MAX
KNOWN?

{

[ * Enter: B /
!

L e Enter: P11 MAX ]

T

¢ Call: ANZFLR
¢ Determine: SO

Y

(Adeq.)

¢ Determine: S, CODE

Determine: S, CODE

\d

¢ Determine: CODE

]

Figure B-11.

Return

89

PROGRAM MATHEMATICAL
NOTATION NOTATION
(Appendix C) (Appendix A)
B b —
P11IMAX P1imMax -
S s’ (A-10)
SIND Sing —
S0 Sp (A-9)

Structured design diagram of SSDFLR.




Yes

CODE>0?

\

¢ Determine: No
WAVE, SD, X :
o Call: STUDNT
e Determine: AR1 e Enter: ANS
NO 7 R1<ABSTYES Yes
PROGRAM | MATHEMATICAL
NOTATION NOTATION
{Appendix C) (Appendix A)
ABS A -
/0 Enter: SIGMAX 7 ARA Aty (A-6)
Y :lND} no (A-128
¢ Determine: sD s (A-5)
U, NIND SIGMAX [0 —
U Uy —
WAVE w A-4)
X r1{w) (A-3)
e Enter: IND
Yes
»& Yes
eEnter: AUTO
4
{ e Enter: X ;
¥ i ] y ¥
¢ Determine: ¢ Determine: » Determine: * Determine: e Determine: e Determine:
N CODE CODE, N CODE, N CODE, N CODE, N

i

1

L

Figure B-12. Structured design diagram of SSDTIM.
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¢ Define: 1=0

e Determine: |=1+1

No

Yes

¢ Determine: T

\

( Return '

PROGRAM MATHEMATICAL
NOTATION NOTATION
- (Appendix C) (Appendix A)
N n (A1,2,8)
T tn—‘l,a

Figure B-13. Structured design diagram of STUDNT.
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Start

/

¢ Enter: FILENM
¢ Define: =0

* Read: WF, TURF, BITF

e Determine: I=1+1
NO ¢ Define: W(l)=WF,
TUR(l)=TURF,
BIT()=BITF

YES

Figure B-14. Structured design diagram of XFILE and YFILE.
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APPENDIX C: LISTING OF THE COMPUTER PROGRAM

This Appendix is the listing of the computer program for Statistical
stign and Apalysis (called STATDA). It is written in FORTRAN 77 (but does
not include the extensions). Since the program does not use special library
routines or peripheral devices, it is portable. However, one possible
exception has been found: Although the CLOSE and OPEN statements in
subroutines ENTERA, ENTERI, and ENTERX are FORTRAN 77, they must be omitted
when used by some systems.

STATDA is an interactive program, and both data and responses are entered
through a terminal keyboard. It contains 1382 lines of code and compiles in
less than three seconds on a main frame, 60-bit word computer. A copy of the
program is available from the author at duplication cost.

The main program is listed first (Figure C=-1). It is followed by the
subroutines listed in alphabetical order. The number of each mathematical
formula from Appendix A is shown in columns 73-78. Table C-1 briefly

describes the function of each subroutine.
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Table C-1. Functions of Subroutines

Subroutine Figure
Name Number Function of Subroutine
ANZFR c-2 Analyzes failure probability parameter data
ANZTIM c-3 Analyzes time parameter data
CHECKI
c-4 Allows changing incorrect entries in a sequence
CHECKX
of entered data to be corrected.
CHISQR Cc-5 Computes chi squared test for multiple tests of
the failure probability parameters
ENTERA
ENTERI C-6 Allows entry of data and responses from a keyboard
ENTERX
FTEST c-7 Computes F test for multiple tests of the time
parameters
LIMIT c-8 Prevents arithemetic underflow (and termination
of execution)
MULTIP Cc-9 Coordinates the tests of homogeneity of data from
multiple tests
POISS c-10 Determines Poisson approximation confidence limits
SSDFLR c-11 Determines sample size for failure probability
parameters
SSDTIM c-12 Determines sample size for time parameters
STUDNT c-13 Determines Student t statistic
XFILE
YFILE c-14 Allows entry of time parametr data from a file
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OO OO0 OO O0

PROGRAM STATDA

THIS pROGRAM CAN BE ACCESSED FOR THREE PURPOSESS
] TO DETERMINE THE SAMPLE SIZE FOR A TEST
* TO ANALYZE A TEST
* TH ANALYZE MULTIPLE TESTS

THIS PROGRAM ANALYZES THREE TYPES DOF PARAMETERS:
* DELAY PARAMETERS
% RATE PARAMETERS
# FAILURE PROBABILITY PARAHWETERS

THIS PROGRAM ALLOWS YOU TO CHOOSE TYO LEVELS OF CNONFIDENCES
# Q0% '
¥ 95%

THE FOLLOVING IS A DIRECTORY OF CODE NUMBERS THAT ARE TO BE ENTERED
DEPERDING UPON THE PURPOSE OF ACCESS.

PURPOSE OF ACCESS CODE NUMBER
TO DETERMINE THE SAMPLE SIZt FOR A TEST 0
TO ANALYZE A TEST

DELAY PARAMETERS
SAMPLE SIZE KNOWN TQO BE ADEQUATE

90% 11

95% 12
TEST ADEQUACY DOF THE SAMPLE SIZE

90% 13

35% 14

RATE PARAMETERS
SAHNPLE SIZE KNGWN TO BE ADEQUATE

90% 21

35% 22
TEST ADEQUACY DF THE SAMPLE SIZE

90% 23

95% 24

FAILURE PROBABILITY PARAMETERS
SAMPLE SIZE KNOWN TO BE ADEQUATE

90% 31
95% 32
TEST ADEQUACY QOF THE SAHPLE SIZE
90% 33
95% 34
TO ANALYZE MULTIPLE TESTS 40

CONMON/SQ/CODESPARAM, W{200),TUR{200)»BIT(200)

INTEGER PARAM» CDDEs CONLEY, CRIT, REL, S5» R
100 WRITE{*»505)

CALL ENTERI(CODE)

R RREERERERE CHECK THE ACCEPTABILITY OF THE CODE EREFARERERER

LODE=Q

TF(CODE.EQ.0)LODE=1
IF({CODE.GE«11)AND.{COOE.LE.14))LODE=1
IF{{CODE.GE-21)  AND-{CODE.LE.24))LONE=1
IF({CODE+GE+31) AND. {CODE.LE,34))LODE=1
IF{CODE-EQ.40)LODE=]

IF{LODE.EQ,0)THEN

WRITE(%,510)

60 70 100

END IF

Figure C-1. Listing of the main program, STATDA.
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IF(CODE.EQ.40)CALL MULTIP
IF(CODE.GT.0)GD TO 300

EEREREEEEE DETERMINE THE SAMPLE SIZE fpOR THE TEST EEEEREEEEEE

WRITE(%,525)
CALL ENTERI(PARAM)
JRITE(%5550)

CALL ENTERI(CONLEV)
NODE=10*PARAM+CONLEV
WRITE(%,530)

CALL ENTERI(CRIT)
IF(CRIT.EQ.2)60 TO 200
IF(PARAM.EQ.1) WRITE (*,535)NODE
IF(PARAM.EQ42) WNRITE(*) 540)NODE
IF(PARAM.EOQ.3) WRITE (%, 545) NODE
CALL €XIT ‘

200 IF(PARAM.EQ.3)GD Tg 250

IF(PARANMJEQ.L)WRITE( %, 556)
IF(PARAM.EQ,2) WRITE(*5,55T)
CALL ENTERX(ABS)
CALL SSDTIM(NODE>CONLEVsNsABS)
IF(CODELEQ.LLIWRITE(*»613)Ny11
TFICODEEQ«12)WMRITE(*,613)Ns12
IF(CODE.EQ.I3)WRITE(*9615)INs13
IF(CODE.EQ.14)WRITE(%*»615)Ns1%
IF(CODELEQ.21)WRITE(*5618)IN»21
IF(CODE.EQ.22)WRITE(*9618)Ny22
IF({CODEL.EQ.23)WRITE(%,620)Ny23
IF(CUDELEQ.24)WRITE(*»620)N524
CALL EXIT :

250 WRITE(*,555)
CALL ENTERI(REL)
A=]1,¥REL
CALL SSDFLR(CODDESNIDE,CONLEVsNs»SsRsAsPHePL,PU)
IF({CODE.EQe31)HRITE(*,558)5,31
IF(CODELEQ.32)IWRITEL*,558)5,32
IF{CCDEEQ.33)WRITE(*»559)8,33
IF(CODECEQ.34)WRITE(¥*5559)5,34
CALL EXIT

Akkkokkkkkkkkrk ANALYZE THE TEST kR rARREEkE R kkR kR

300 CONLEYs1
TF(CDDEEQ.2%{CODE/2)ICONLEV=2
IF(CODE,GE.31)60 T 340
WRITE(*»581)

CALL ENTERI(MODE)

IF{MODE ,EQ,2)CALL XFILE(W,TUR,BITsN)
IF(MODE.EQ.2)50 T3 306
IF(CODEJLE«14)WRITE(%*,585)
IF(CODE.GEC21)WRITE(*»586)

CALL ENTERI{N)
IF(CODELEL14)WRITE(%*,590)
IF(CODE.GE.21)WRITE(*,591)

092 305 I=1,N

CALL ENTERX{(W(I))

305 CONTINUE
CALL CHECKX(W)

306 IF(CODELGE,.21)60 T 320
IF(CODE.LE.12)60 TO 310
WRITE(*,556)

Figure C-1. Continued.
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CALL ENTERX(ABS)

CALL SSOTIM(MDDE,CONLEVsN»ABS)
IF (CODE «GE + 13) THEN
CODE=CODE-2
WRITE(%,640)N, CODE

CALL EXIT

END IF
310 IF(MODE.EQR.2)G60 TO 317
. WRITE(%,595)

DO 315 I=1l,sN

CALL ENTERX(TUR(I))

315 CONTINUE
CALL CHECKX{TUR)

317 CALL ANZTIM{COMNLEVeN>WAVE, WL, WU, RHATsRLsRU, PP, DL, P)
IF{CODEEQe11IWRITE(®y610) KAVESPQOs WLy WU»PP 30 PLyPU
IF{CODEEQ.12)yRITE(#5610)HAVESI5, UL, HUsPP595,PL,PU
CALL EXIT

320 IF{CODE.LE.22)60 TO 330
HRITE(*,557)
CALL ENTERX{ABS)
CALL SSDTIM(NODE,CONLEV,N»ABS)
IF(CODE . GE«23) THEN
CaDE=CJDE-2
WRITE{*,545)INs CODE
CALL EXIT

END IF
330 IF{MODELEQ.2)60 TO 338
WRITE(%,596)
D0 335 IslsN
CALL ENTERX{(TUR{I})
335 CONTINUE
CALL CHECKX({TUR)
MRITE(*5600)
DO 336 I=l,N
CALL ENTERX{BIT{I})
336 CONTINUE
CALL CHECKX{BITI) ;
338 CALL ANZTIM(CONLEVsNsHAVE,» dLsNUs RHAT,RL,RU, PP, PL, PY)
IF(CODE«EQ2L)NRITE(®*y636) HAVES90s WL WUsPP» 90 PLs PUsRHAT» 90,
*RLsRU
IF(CUDE.EQ-ZZ)QRITE(*’636)MAVE)QS)UL:UU:PP:95,°L9PU.PHAT!95’
*RLHRU
CALL EXIT

340 WRITE(*¥,565)
CALL ENTERI(N)
ARITE(*5570)
CALL ENTERI(S) : ,
WRITE(%5575)
"CALL ENTERI(R)
IF(CODE,LE.32)G0 TO 345
WRITE(*,555)
CALL ENTERI(REL)
A=1,*REL
CALL SSDFLR(CODE,NRIDE,CONLEVsN»SaRy»A» PHy PL, PU)
IFICODE.GEL33) THEN
CODE=CODE-2
WRITE(*»560)5,CODE
CALL EXIT

END IF

Figure C-1. Continued.
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345 CALL ANZFLR(CONLEVsNsS»RyPH,PLyPU,P11U)
IF((CODECEQe31) e ANDo(PHEQO)IWRITE(*»577)PHsG0sPL,PU
IF((CODFaEQe32)sANDe(PH EQeQ))WRITE(*,577)PH» 95, PL,PU
IF((CODE«FQe31)eAND(PHNELOW) o ANDo(PLoEQ.Qs)IWRITE(*5,5T78)}PH,90,

*P L, PU
IFU(CODECEQe32) e AND o (PHoNED ) e ANDe(PLeEQoQe)INRITE(*9578)PH»G5)
¥PL,PU
TIF((CODECEQe31) s AND o (PHEP L NE4OJ)IUWRITE(*#:s580)PH»90,PL,PU
IF((CODELEQ.32)s ANDe(PH¥PLoNESD+))WRITE(*,580)PH»95,PLyPU

T TIPSR LT L FORMAT STATEMENTS C kR R Rk kAR ok

510 FORMAT(//f*THIS IS AN UNACCEPTABLE CODE.')

505 FORMAT(/! THIS IS THE ANS X3535/135 STATISTICAL DESIGN AND?/
*? ANALYSIS COMPUTER PROGRAM.!'/
*1 IF YOU ARE ACCESSING THIS PROGRAM TO DETERMINE THE SAMPLE v/
*1SI7E FOR YOUR TEST, PLEASE TYPE THE INTEGER 0.1/
*? IF YOU ARE ACCESSING THIS PROGRAM TC ANALYZE YOUR TEST, '/
*!PLEASE TYPE THE CODE NUMBER YOU WERE ASSIGNED WHEN THE!'/
*'SAMPLE SIZE WAS DETERMINED,!'/
* IF YOU ARE ACCESSING THIS PROGRAM TO DETERMINEY/
*VYHETHER THE DATA YOU OBTAINED FROM MORE THAN ONE TEST CAN BE'Y/
*¥VCONSIDERED TO COME FROM THE SAME POPULATION (ANDs HENCEs CANY/
*1BF GROUPEN TO PROVIDE A SMALLER CONFIDENCE INTERVAL), PLEASE '/
#YTYPE THE INTEGER 40.1)

525 FORMAT(//! YOU CAN TEST THE SYSTEM WITH RESPECT TQ'/
*! 1s DELAYS,?/
*0 2¢ RATESs Y/
*IOR1/
*1 3, FATLURES. '/
%'  PLEASE TYPE THE INTEGER LISTED AT THE LEFT OF THE TYPE'/
*v OF PERFORMANCE PARAMETER THAT YOU WISH TO ANALYZE.!')

530 FORMAT(//! THE TEST CAM BE CONDUCTED WITH!/
*TEITHER Y/
* 1 le A GIVEN SAMPLE SIZEsY/

*10RY/
*' 2, A SAMPLE SIZE LARGE ENOUGH TO PROVIDE'/
*1 A GIVEN PRECISION, (TD BE DETERMINED HERE.)'/

*! PLEASE TYPE THE INTEGER LISTED AT THE LEFT '/
*'0F THE TEST CRITERION THAT YDU CHOOSE.'!)

535 FORMAT(//! SINCE YOU KNOW THE SAMPLE SIZE, PROCEDE WITH?!/
*VYOUR TESTe. AFTER THE TEST YOU WILL RE-ACCESS THE PROGRAM'/
#1970 ANALYZE THE PERFORMANCE 0OF YOUR COMMUNICATIION SYSTEM.'/
*IYOU WILL RE ASKED TOD ENTER:?Y/

*1 1. YOUR CODE NUMBER (IT IS ',I2,%.)5"/

%1 2. THE NUMBER NF DELAYSs '/

* 3. THE TOTAL DELAY IN EACH TRIAL (IN CHROMOLOGICAL ORDER)»?/
* 4, THE USER-FRACTION QF THE DELAY OF EACH'/

¥ TRIAL (IN CHRONDLNGICAL ORDER)?')

540 FORMAT({//' SINCE YQOU KNOW THE SAMPLE SIZE, PROCEDE WITH'/
*VYNUR TEST. AFTER THF TEST YOU WILL RE-~ACCESS THE PROGRAM!'/
*'T0O ANALYZE THE PERFORMANCE OF YOUR COMMUNICATION SYSTEM,'/
*1YOU WILL BE ASKED T0 ENTERt '/

*1 1., YOUR CODE NUMBER (IT IS '512,%.)»'/

*1 2+ THE NUMBER QOF TRIALS,?¢/

*1 3. THE INPUT/OUTPUT TIME FOR EACH TRIAL'/

*! (IN CHRONOLOGICAL ORDER), '/

¥ 4, THE USER~-FRACTION OF EACH INPUT/QUTPUTY/

* TIME. (IN CHRONDLOGICAL ORDER),!/

*1! 5, THE NUMBER OF BITS TRANSFERED IN EACH TRIAL'/
*? (IN CHRONDOLOGICAL ORDER).')

545 FORMAT(//? SINCE YOU KNOW THE SAMPLE SI2E, PROCEDE WITH YODURY/
*'TEST, AFTER THE TEST YOU.WILL RE-ACCESS THE PROGRAM TOD!/
*t ANALYZE THE PERFORMANCE OF YOUR COMMUNICATION SYSTEM.?/

Figure C-1. Continued.
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*'YOU WILL BE ASKED TD ENTER3 '/

*1 1. YOUR CODE NUMRER (IT IS 'sI2,%,),5%/

*1! 2+ THE SAMPLE SIZE,»'/

*! 3, THE NUMBER OF FAILURES IN THE SAMPLE, '/

*1 4o THE NUMBER 0OF PAIRS OF CNONSECUTIVE FAILURES?Y/
*! IN THE SAMPLE.?')

550 FORMAT(//' THE MEAN DF THE PERFORMANCE PARAMETER THAT YOU ¢/
*'SELECTED CAN BE MEASURED TO PROVIDE ONE OF THE FOLLOWING ¢/

*' L EVELS DF CONFIDENCEt'/

L 3 1., 90%/

*! 2. 9521/

*1 PLEASE TYPE THE INTEGER LISTED AT THE LEFT OF THE '/
*'CONFIDENCE LEVEL THAT YOU HAVE SELECTED.')

555 FORMAT(//? PLEASE TYPE THE DESIRED RELATIVE PRECISION AS A'Y/
*'PERCENT (I+Ees A ONE OR TWN=-DIGIT NATURAL NUMBER,)')

556 FORMAT(//'PLEASE TYPE THE LARGEST ACCEPTABLE ERROR IN ESTIMATING'/
#YTHE MEAN DELAY, (I.Ee.» THE ABSDLUTE PRECISION)},.?/

*1TYPE THIS VALUE IN THE FORM XX, XXX!)

557 FORMAT(//'PLEASE TYPE THE LARGEST ACCEPTABLE ERROR IN FSTIMATING!/
*TTHE MEAN TRANSFER RATE. (I.Ffas THE ABSOLUTE PRECISION).'/

*ITYPE THIS VALUE IN THE FORM XX, XXX')

558 FORMAT(//! TO ACHIEVE YOQUR TEST OBJECTIVES, YOU MUST GEN-'/
*'ERATE AT LEAST '5I4," FAILURES. AFTER THE TEST YOU WILL ¥/
*'RE-ACCESS THIS PROGRAM T7 ANALYZE THE PEPFORMANCE OF?/
¥VYQUR COMMUNTCATION SYSTEM, YOU WILL BE ASKED T ENTERt?/

*1 1e YOUR CONE NUMBER. (IT IS '5I25'a)s?/

*t 2 THE SAMPLE SIZEs'/

* 3, THE NUMBER 0OF FAILURES IN THE SAMPLEs?/

*! 4, THE NUMRER 0OF PAIRS NF CONSECUTIVE FAILURES'/
*1 IN THE SAMPLE, "/

*1 5o YOUR ESTIMATE OF THE CONDITINNAL PRORABILITY'/
*1 NF A FAILUREy GIVEMN THAT A FAILURE OCCURRED'/
*1 IN THE PREVIOUS TRIALW!')

559 FORMAT(//! TO ACHIEVE YNUR TEST OBJECTIVES, YOU MUST GEN=t/
*VERATE AT LEAST *,I4,' FATLURES, AFTER THE TEST YOU WILL v/
*IRE-ACCESS THIS PROGRAM T ANALYZE THE PERFORMANCE QOF?Y/
*'YOUR COMMUNICATION SYSTEM, YDU WILL BE ASKED TO ENTER:?'/

*1 1, YDUR CAODE NUMBER. (IT IS '5I2s'4)0'/

*1 2e THE SAMPLE SIZ2Es'/

¥! 3, THE NUMBER 0OF FAILURES IN THE SAMPLE, '/

*? 4, THE NUMBER OF PAIRS OF CONSECUTIVE FAILURES?'/
*! IN THE SAMPLE,'/

*t 5« THE SPECIFIED RELATIVE PRECISION.')

560 FORMAT(//? TO ACHIEVF YOQUR TEST OBJECTIVE, YOU MUST GENERATE'/
*VAT LEAST ',13,' MDRE FAILURES, AFTER THE TEST YOU WILLY'/
*'RE-ACCESS THIS PROGRAM TN ANALYZE THE PERFORMANCE OFt/

*VYQUR COMMUNICATION SYSTEM. YOU WILL BE ASKED TO ENTERt'/

* 1., YOUR CODE NUMBER (IT IS ',I2,',)s'/
L 2. THE TODTAL SAMOLE SIZE,t/
*? 3. THE TOTAL NUMBER OF FAILURES, v/

*! 4o THE TOTAL NUMBER OF PATRS OF CONSECUTIVE FAILURES.')

565 FORMAT(//' PLFASE TYPE THE SAMPLE SIZE FROM YDUR TEST.')

570 FORMAT(//? PLEASE TYPE THE NUMBER OF FAILURES IN THE SAMPLE.')

575 FORMAT(//? PLEASE TYPE THE NUMRER QOF PAIRS OF CONSECUTIVE?'/
*!'FATLURES IN THE SAMPLE,')

577 FORMAT(//'YQUR TEST RESULTED IN AN ESTIMATED FAILURE RATE OF'/
*3F2.05%, YDOU CAN BE ',12,' PERCENT CONFIDENT THAT THE TRUE'/
*VFATLIRE RATE IS RETWEEN "9 F240s' AND ',E10e55 ")

578 FORMAT(//'YOUR TEST RESULTED IN AN ESTIMATED FAILURE RATE OF?/
*,£10.55 %, YOU CAN BE ',I2,' PERCENT CONFIDENT THAT THE TRUE?'/
*VFATLURE RATE IS BETWEEN '5F2.,0,' AND '5E10.55'.)

580 FORMAT(//'YQUR TEST RESULTED IN AN ESTIMATED FAILURE RATE OF'/
¥ E10455 ', YOU CAN BE ?,12,' PERCENT CONFIDENT THAT THE TRUE?'/
*YFATLURE RATE IS BETWEEN ',E10.55" AND ',E10e55'.")

Figure C-1. Continued.
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581 FORMAT(//7'D0 YOU WISH TO ENTER THE TEST DATAY/

*? 1. FROM A KEYBOARD'/

*'  ORY/

*0 2. FROM A FILETY/

#VPLEASE ENTER THE INTEGER AT THE LEFT t*/
*'0F THE DESIRED ENTRY MODE,.?!)

585 FORMAT({//'PLEASE TYPE THE NUMBER OF DELAYS.!)

586 FORHAT(II'PLEASE TYPE THE NUMBER OF TRIALS,!) :

590 FORMAT(//°*PLEASE TYPE THE TOTAL DELAY IN EACH TRIAL '/

"~ %9 (IN CHRONOLOGICAL ORDER). DRESS THE RETURN KEY '/

*9AFTER EACH ENTRY.!')

591 FORMAT(//'PLEASE TYPE THE INPUT/DUTPUT TIME IN EACH TRIAL Y/
*V(IN CHRONOLDGICAL DRDER)s PRESS THE RETURN KEY. '/ :
*¥VAFTER EACH ENTRY,!)

595 FORMAT(//'PLEASE TYPE THE USER-FRACTION OF THEY/

*YDELAY IN EACH TRIAL (IN CHRONDLOGICAL ORDER)s '/
*9PRESS THE RETURN KEY AFTER EACH ENTRY,')

5906 FORMAT{//*PLEASE TYPE THE USER-FRACTION OF THE'/
*1INPUT/0UTPUT TIME IN EACH TRIAL (IN CHRONOLOGICAL 0ORDER). '/
*VPRESS THE RETURN KEY AFTER EACH ENTRY.!')

600 FORMAT(1X,»/ YPLEASE TYPE THE NUMBER OF BITS TRANSFERED'/
**IN EACH TRIAL., PLEASE PRESS THE %/

*'RETURN KEY AFTER EACH ENTRY,')

610 FORMAT(//'YOUR TEST RESULTED IN AN ESTIMATED MEAN DELAY OF'/
*5£10.55" o« YOU CAN BE *,72,% PERCENT CONFIDENT THAT THE '/
*'TRUE MEAN DELAY IS BETWEEN '»E10.55 " AND '5,E10.5,' ¥/

*?  YOUR TEST RESULTED IN AN ESTIMATED MEAN ¥/

*¥PUSER-FRACTION DELAY OF ',FE10455's YOU CAN BE'/

%y 1259 PERCENT CONFIDENT THAT THE TRUE MEAN IS BETWEEN ',E10.5,/
* CAND 'DElch’"o')

613 FORMAT(//' TO ACHIEVE YOUR TEST OBJECTIVE, YJU MUST GENERATE'I
#9AT LEAST 95,14,% DELAYS., WHEN YOU RE=-ACCESS THIS!'/

*'PROGRAM TO ANALYZE YOUR TEST, YOU WILL BE ASKED TD ENTERt?Y/

* 1. YOUR CODE NUMBER (IT IS ',I2,%,),"/

* 2. THE NUMBER OF DELAYSs'/

*x? 3., THE TOTAL DELAY IN EACH TRIAL (IN CHRUNDLDGICAL ORDER) , 1/
*1 4, THE USER-FRACTION OF THE DELAYV/

* IN EACH TRIAL (IN CHRONDLOGICAL ORDER),.!)

615 FORMAT(//°'T0O ACHIEVE YOUR TEST OBJECTIVE, YOU MUST GENERATE'/
#VAT LEAST '5T4,' DELAYS., WHEN YOU RE<ACCESS THIS ¢/
*1PROGRAM TO ANALYZE YDUR TEST, YNU WILL BE ASKED TO ENTER?Y/
*1 1« YOUR CODE NUMBER (IT IS '5I25%,),'/

* 2. THE NUMBER DF DELAYS,'/

* 3. THE TOTAL DELAY IN EACH TRIAL (IN CHRONOLOGICAL ORDER), 1Y/
*1 4. THE ABSOLUTE PRECISION,'/

* 5 THE USER-FRACTION OF THE DELAY OFY/

&0 EACH TRIAL (IN CHRONOLOGICAL ORDER)')

618 FORMAT(//'TO ACHIEVE YOUR TEST OBJECTIVEs YOU MUST GENERATE!/
*VAT LEAST 9,14, TRIALS. WHEN YOU RE-ACCESS THIS'/
*?*PROGRAM TO ANALYZE YOUR TEST, YOU WILL BE ASKED TO ENTERt'/

L 1. YOUR CODE NUMBER (IT IS '5I25% )"/

*1 2« THE NUMBER 0OF TRIALS,'/

*? 3. THE INPUT/QUTPUT TIME FOR EACH TRIAL'/

*! (IN CHRONDLOGICAL DRDER), '/

*! 4, THE USER-FRACTION OF EACH INPUT/OUTPUT TIME?'/
*1 (IN CHRONOLOGICAL QORDER),t/

*1 5. THE NUMBER OF BITS TRANSFERRED IN EACH TRIAL'/
*? (IN CHRONOLOGICAL ORDER),.!)

620 FORMAT(/7/7'TO ACHIEVE YOUR TEST OBJECTIVEs YOU MUST GENERATE'Y/
#VAT LEAST ",I4,' TRIALS, WHEN YOU RE~ACCESS THIS '/
*1PROGRAM TD ANALYZE YOU WILL BE ASKED TCO ENTER3'/

*? 1, YOUR CODE NUMBER (IT IS '512,%,)4/
*! 2. THE MUMBER OF TRIALS,'/
*1 3, THE INPUT/OUTPUT TIME FOR EACH TRIAL'/

Figure C-1. Continued.
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*0 (IN CHRONOLOGICAL ORDER), '/

LA 4. THE ABSODLUTE PRECISION,?/

*1 5¢ THE USER=-FRACTION OF EACH INPUT/OUTPUT?'/

* TIME (IN CHRONOLOGICAL ORDER)s '/

*! 6e¢ THE NUMBER 0OF BITS TRANSFERRED IN EACH TRIAL?Y/
* (IN CHRONOLOGICAL ORDER}.')

636 FORMAT(! YOUR TEST RESULTED IN AN ESTIMATED MEAN INPUT/QUTPUT %/
*'TIME OF '5E10.5»' « YOU CAN BE ',12,¢ PERCENT CONFIDENT '/ :
%' THAT THE TRUE MEAN INPUT/OUTPUT TIME IS BETWEEN ',FE10.%5,! AND?! /
*¥E10.5,1 LY/
*1! . YOUR TEST RESULTED IN AN ESTIMATED MEAN USER=-FRACTION t/
*1! INPUT/OUTPUT TIME OF',E1C.55's YOU CAN BE 1,12,/
*#YPERCENT CONFIDENT THAT THE TRUE MEAN IS BETWEEN '9F10,5, /
*VAND ')51005)'-./
L THE ESTIMATED MEAN TRANSFER RATE IS '»,F10.5s'. YOU CAN BEY/
*, 125" PERCENT CONFINFNT THAT THE TRUE RATE IS BETWEEN ',E1045,/

- RUAND 15 E10.55%.1)

640 FORMAT(//% TO ACHIEVE YOUR TEST OBJECTIVE, YOU MUST GENERATE'Y/
*PAT LFEAST 1,14," MORE DELAYS. WHEN YOU RE~ACCESS THIS?/
*1PROGRAM TN ANALYZE YOUR TEST, YOU WILL BE ASKED TD ENTERs?/

*1 1. YOUR CNDE NUMBER (IT IS *5I2,%.),%/

x! 2. THE NUMRER OF DELAYS, '/

* 3., THE TOTAL DELAY IN EACH TRIAL (IN CHRONOLOGICAL ORDER),s'/
* ¢ THE USER=FRACTINN NF THE DELAY'/

* IN EACH TRIAL (IN CHRANJLOGICAL CRDER).')

645 FORMAT(//'TN ACHIEVE YOUR TEST OBJECTIVE, YDU MUST GENERATEY/
*VAT LFAST ',J4,' MORE TRIALS, WHEN YOU RE-ACCESS THIS'/ }
*1PRNOGRAM TO ANALYZE YQUR TEST, YOU WILL BE ASKED TO ENTER:?/

* le YOUR CODE NUMRER (IT IS *,12,%.),1/

* 2. THE NUMBER OF TRIALS,'/

L 3. THE INPUT/NUTPUT TIME FNR EACH TRIAL'/

*! (IN CHRONOLOGICAL ORDER)s1'/

*! 6o THE USER-FRACTION 0OF EACH INPUT/QUTPUT TIME'/
¥ (IN CHRONOLOGICAL ORDER), '/

* Se THE NUMBER OF BITS TRANSFERRED IN EACH TRIALY/
*t (IN CHRONDLOGICAL ORDER).')

END

Figure C-1. Continued.
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SUBROUTINE AMZFLRICONLEVsNsS»RsPHsPL PU»PL1U)

INTEGER CONLEV,S,R

THIS SUBRDUTINE DETERMINES THE CONFIDENCE LIMITSs, PL AND PU,
FOR THE ESTIMATE NF THE MEAN NUMBER 0OF FAILURES,

CHARACTER MY%3, HMN%2

DATA MYJRYEST/oMAN/ITNOY/

TF(CONLEV.EQ.1)U=1.645

IF(CONLEV.EQ.2)U=1.960

CALL POISS(CONLEV,UsSsAL»AU»D)

PUTI=AU/ {N+D+(AU-5)/2,) (A-43)
PLI=AL7(N-{5-1.-AL)72.) (A=-43)
PH=1 %5 /N {A-30)
QH=l.-PH {A-33)

IF{S.6T.1)60 TO 6
sEekkkbxkakx DETERMINE PL OR PU FOR S=0 AND S=1, Frkkkkbkhsbrkl

PL=0, {A-44)

¥RITE(*¥,100)

CALL ENTERX(P11)

RHOH=(P11-PH) /QH {A-35)
CALL LIMIT(NsRHOH,APPR)

FHE{1.4(2,%RHDOH) F{N*(1.~RHOH) ) ¥ {N-(1,~APPR)}/ (A-32)
*{1.—RHOH) ) ) *%0,5

PUP=(PUI-PLI)*FH {A-48)

IF(CONLEV.EQ.1)ALPHA=0.10
IF(CONLEVL.EQ.2)ALPHA=0.05

P11H=P11

P11y IS REQUIRED IN SUBROUTINE SSDFLR

PllU={2.%S#P11H+UXU+SART( (2., ¥ S*PLL1H+U*U}*%2, (A-11})
¥4 ok SHPLLIHEPLIHX(S+URU) D) 7 (2. % (S+U%U))

PU=pPYP

QU=1.-PUP (A-47)
Z1=({N=1.)%{1.-P11)*%2,~1, {A-46)
Z12a8(N=2.)%(1.-P11)%%2,-2, (A-%6)
YY=,0001 )

I1=0

ITERATE UNTIL THE RATIO OF TWD CONSECUTIVE YALUES OF PU IS BETWEEN 1l.-YY
AND 1l.+YY :

I=T+1

IF{S+EQeQe ) Aa{ALPHAQU) %%{ 1./ {N-1.)) {A-45)
IF{S+EQal. ) Xs{{ALPHARQU} /(1. +PU*I2-PURPUHZL) )% (1./{N-3.}} " {A=-45)
PU={1.-X}/(2.-P11-X) . {A-44)
QU=1.-PU {A-49)
Y=PUP/IPy (A-50)
PUP=PY

IF{{YaGTele=YY)oANDo{YalTals#YY)IRETURN {A-50)
IF(I.LE.100)68 TO 2 .
PRINT105,100,YY

CALL EXIT

hh Rk A AL LS L DETERMINE PL AND PU FOR S GREATER THAN 1 RRRREEXRETED

Pl1H=R/{5~-PH) (A-34%)
RHOH={P 11H=PH) /QH {A-35)
CALL LIMIT(N,RHOH; APPR)

FHe{1,+{2,*RHOH} 7{N*{1.~RHOH) } % {N-(1.-APPR}/ - {A=32)

*(1.~RHOH)) ) $%0.5
SIGPH=FH¥( PH#QH/N) #%0.5

Figure C-2. Listing of subroutine ANZFLR.
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Vs ({N®UBSIGPH) ¥%2,) /{S*{N~3))

RPu{ ANRY42 o kS + 1o ) ¥%2~ {2,541 ) ¥¥2.%(14V})¥¥0.5
RN2( NSV $2,%S=1,)%%2,~{2, %51, )%%2.%{1.+V) ) ¥%*0.5
PUNS (NSY+2,2S+1.+RPI/F (2. 8N%{1 .4V}

PLN=[N%VY+2, %5~ 1.-RN)I(Z-*N*(1-+V”

PUP=PH+FHE (PULI~PH)

PLPsPH4FHR(PLI-PH)

IF(PLPLE-O.) THEN

PUP=FHE{PUI-PLI}

PLP'O. ' -

END IF

PU'(PU“*PUP)IZ.

PL={PLN+PLP)/ 2.

Plilia(2. *S*P11H+U*U+SQRT((2.*5*?11Hfu*0)**2.
¥ ¥ SEPLIHFPLIH#{S4+U*U) ) )7 (2.2 (S+U*U))

RETURN ;

FRRRFORRRRSRRERE | FORMAT STATEMENTS  sksdkerssaeibhink

99 FORMAT(//7tPLEASE TYPE THIS VALUE IN THE FORM O.XXX.*}

100 FORMAT{//%CAN YOU ESTIMATE THE MAXIMUM VALUE OF THE CBN—'I
*tDITIONAL PROBABILITY OF A FAILURE, GIVEN THAT At/
*$FAILURE DCCURRED IN THE PREVIDUS TRIALY %/

**+IF YOU CAN» ENTER IT IN THE FORM QeAXX.t®7
**IF YOU CANNOT, ENTER THE VALUE 0.8 .t}

101 FORMAT(? Y0 FAILED TO TYPE EITHER YES OR NOL*t)

105 FORMAT(//TEVEN AFTER *,I3,% ITERATIONS, NO TWD COMSECUTIVE®/
*tVALUES OF THE UPPER CONFIDENCE LIMIT ARE WITHIN #»FB8.6,/
*20F EACH OTHERLT)

END

Figure C-2. Continued.
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SUBROUT INE ANZTIH(CDNLEV;N:HAVE;HL,WU’RHAT;RL»RU)?P»PL,PU)

INTEGER BIT, COMLEV, CODE
COMMON/SQ/CDDE,PARAM, M (200), TUR(200),BIT(200)

EER S LS 2 DETERMINE STATISTICS FOR THE DELAYS. (222 2123 T

CALL STUDNT(CONLEV»N,T)

WAVE=0.

TAVE=0.

W{I)=TOTAL ACCESS TIME IN ITH SAMPLE
TUR(TI)=USER—RESPONSIBLE ACCESS TIME IN ITH SAMPLE
DO 10 I=1,N

HAVE=WAVE+N(I)

TAVEsTAVE+TUR(I)

CONTINUE

WAVE=VYAVE/N

TAVE=TAVE/N

PH=TAVE/WAVE

WA=0,

TA=0.

T“A300

DO 15 I=1,N
WA=dA+{(W{I)-WAVE)*{W{I)~WAVE)
TAsTA+{TUR(I)-TAVE)*(TUR(I)-TAVE)
THA=TWAHITUR(I)-TAVE ) {N(I)—~WAVE)
CONTINUE

IF(WAXTALEQ.0,.) THEN

WRITE(*,90)

CALL EXIT

END IF

NAa=N-1

SWH=SQRT(WA/NA)

STT=S5ORTITA/NA)

STH=TWA/NA

WAL=0,.

TAL=0.

DU 20 I=1,NA

NAL=WAL+{WII)-WAVE)* (M{I+1)-YAVE)
TAL=TAL+{TUR(I)-TAVE)*{TUR{I+1)-TAVE)
CONTINUE

R1Ws WAL/ {SWUW*SHWENA)
AW=SQRT{{1.+R1W)}/{1.-R1W))
SON=SWW/SQART{1.*N)

CONFIDENCE LIMITS FOR THE DELAY, W.
WL=WAVE-TRSDN*AW

WU=JAVE+T*SDN*AN

FE R REERE DETERMINE STATISTICS FDR THE TIME FRACTION

ESTIMATE OF THE MEAN TINE FRACTION.

PPupH¥ {1+ (STW/ITAVEXWAVE) =SWHASWW/{VAVE*VAVE)} ) /IN)
RIT=TAL/{STT*STT*NA)

AT=SQRT{(1.+R1T)/({1.-R1T))

STT=STT*AT

SWW=SWNW*AY

STU=STWHANKAT

{A-18)
- {A=19)

{A-15)
(A-15)

EEEREERRR
(A-17)

{A=-20)
(A=-21)
(A=22)

SPP=(PPEPPIN) ¥ (STTESTT/(TAVEXTAVE)+SHWXSWW/ (WAVERWAVE)=2.%5TW/ (A-23)

*(TAVE*WAVE))

IF(CONLEV.EQ.1)U=1.645

IF(CONLEV,EQ.,2)U=1.960

CONFIDENCE LIMITS FOR THE MEAN TIME FRACTION.
PL=pPP-U*SART(SPP)

PU=PP+Y*SQRT(SPP)

IF(CODELT.21)RETURN

(A=-24)
(A-24)

Figure C-3. Listing of subroutine ANZTIM.

104



ARk 4 DETERMINE STATISTICS FOR THE BIT TRANSFER RATE. TEERES

BAVE=Q,
DO 35 I=1sN
BAVE=BAVE+BIT(I)

35 CONTINUE .
BAVE=BAVE/N {A-238)
ESTIMATE OF THE MEAN BIT TRANSFER RATE.

RHAT=BAVE/WAVE ) (A-27)

CONFIDENCE LIMITS FOR THE MEAN BIT TRANSFER RATE.

RL=BAVE/WU {A-29)

RU=BAVE/WL {A-29)
RETURN

CRkekERERRRRsRs  FORMAT STATEMENT  &kdkkkhirek
90 FORMAT{TANALYSIS IS NOT ATTEMPTED WHEN ALL DELAYS ARE EQUAL.t/

*t{I.E. THE ESTIMATED STANDARD DEVIATION IS Z€R3,)%)
END

Figure C-3. Continued.
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SUBROUTINE CHECKI{K)
DIMENSION K(200)
WRITE(#,300)
WRITE(#*,500)
4 CALL ENTERI(I)
IF{1.EQ.0)RETURN
ARITE(*,300)
CALL ENTERI(L)
K(I)=L
GO TO ¢4
300 FORMATI(/7)
350 FORMAT(3X»I453X»E12.5)
400 FORMAT(® IF ALL DATA VWAS ENTERED CORRECTLY,*/
*e * TYPE THE INTEGER 0t/
¥t * PRESS RETURN®/
*¥*OTHERWISE» */
*t * TYPE THE ORDINAL NUMBER NF THE INCORRECT ENTRY.t/
¥t . % PRESS RETURN?T/
*t * TYPE THE CORRECT VALUE OF THE ENTRY?/
*t ¥ PRESS RETURNT/
*®REPEAT THIS PROCESS UNTIL ALL ENTRIES ARE CORRECT.t/
*tTHENT/
*t * TYPE THE INTEGER 0t/
*P % PRESS RETURNT)
END

SUBROUTINE CHECKX{X)
DIMENSION X(200)
WRITE(*,300)
WRITE(*,400)
4 CALL ENTERI(I)
IF{I.EQ.0)RETURN
WRITE(*¥,300)
CALL ENTERX(A)
X(I)=A
60 TO 4
300 FORMAT(/7)
350 FORMAT(3X,1453XsE12.5)
400 FORMAT(* IF ALL DATA ¥AS ENTERED CORRECTLY»*’
¥t * TYPE THE INTEGER Ot/
*t # PRESS RETURN?T/
*tOTHERWISES */
*t * TYPE THE DRDINAL NUMBER OF THE INCORRECT ENTRY.t/
*t * PRESS RETURNT/
*t * TYPE THE CORRECT VALUE OF THE ENTRY®/
1 # PRESS RETURN?T/
*TREPEAT THIS PROCESS UNTIL ALL ENTRIES ARE CORRECT,.t/
¥t THENT/ '
e # TYPE THE INTEGER 0%/
*t * PRESS RETURNT)
END

Figure C-4. Listing of subroutines CHECKI and CHECKX.
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SUBROUTINE CHISQR(CONLEV)

INTEGER CONLEV

THIS SUBRAUTINE DETERMINES THE CONFIDENCE THAT THE DATA FROM
MULTIPLE FAILURE TESTS COMES FROM ONE POPULATION., THE 5% POINT
OF THE CHI SQUARED TEST IS USED TO TEST THIS HYPOTHESIS.
CHARACTER MY#*3, MN¥2

INTEGER SCU{10)sRC(10),S»R

DIMENSION NC(10),PH(10),PH11(10)

DATA MY/YYEST/sMN/ENDT/

WRITE(*,108)

CALL ENTERI{K)

TFU(KLTL2)e0RIKGToH)ITHEN

WRITE(¥,103)

CALL EXIT

*k k¥ DETERMINE THE CHI SOQUARED STATISTIC FOR BOTH P AND P1ll. *kkx

END IF
MRITE(*,111)
DO 3 I=1,XK
CALL ENTERIINC(IN)
3 CONTINUE
CALL CHECKI{NC)
WRITE(*,104)
D0 6 Is1sK
CALL ENTERI{SCI(I))
IF{SC(I).EQ.O)THEN
WRITE(#*#5109)
CALL EXIT
END IF
6 CONTINUE
CALL CHECKI{(SC)
WRITE(*,105)
DO 7 1=l,K
CALL ENTERI{(RC(I))
7 CONTINUE
CALL CHECKI(RC)
N=0
S=0
R=0
DO 8 I=1yK .
NsN&NC(I) (A=-5T7)
S=S+5C(1I1) (A=-57)
R=R+RC{ 1) {A=-5T7)
PH{I)=1¥SC(I)/NC(]) (A-63)
8 CONTINUE
PR=1 ¥ /N (A-59)
08=1.-PR : {A=-66)
PH11AV=R/{S—-K*Pg) (A=-50)
RHOB=(PH11AV-PB) /03 (A-b67)
CHI=O0.
H= 0
DO 9 I=1,K
NA=NC(Y)
CALL LIMIT(NA,RHOB,APPR)
FBJ=SORT({Le#{ 2., #¥RHNBJINCUIV*(1,.-RHOB) I I*(NCL{I)- (A—-64)
*¥{1.-APPR)/7{1.-RHGB))))
SIGPH2= (PB*QB/NC{I))*FBJI*FRJ . (A=-65)
PHIL(I)=1.%RC(IV/(SC(I)-PHITI)) (A-61)
CHI=CHI SQUARED VALUE OF P FOR K-1 DEG. OF FREEDDM
CHIsCHI+{PH(I)-PB)*{PH{I)-PR)/SIGPH2 (A-62)
HeH+ (SC(I)-PB)I*(PHIL1(I)~PHI1AVI®{PH11{I)-PHL1AV) :
9 CONTINUE

Figure C-5. Listing of subroutine CHISQR.
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IF(R.EQ.O)THEN

WRITE(*,106)

60 70 35

END IF

CHI1l=CHI SQUARED VALUE DF P11l FOR K-1 DEG, OF FREEDOM
CHI11=H/{PH11AV%(1.-PH11AV}) . (A-58)
IF{K-1.EQ.1)CHIS5=3.841 .

IF{K-1,EQ+3)CHIS=7.815

IFIK-1.EQ.4)LHI5=9,.488

LR X COMPARE BOTH CHI AND CHIL1l WITH 5% POINT 0OF CHI SQ. DIST. | #k¢x

YF({CHILLEZCHI5) sAND,(CHI11.LE.CHI5})}GO YO 30
WRITE(*5116)
CALL EXIT

>k okk DETERMINE THE CONFIDENCE LIMITS FOR THE DATA FROM AlLL TESTS., *kE&

30 WRITE(*,114)

35 CALL ANZIFLRICONLEV,NyS,RyPPHsPL»PU»P11Y)
IF(CONLEV.EQ.L)WRITE(*,107)KsPPH,90,PL,PU
IF(CONLEV.EQ.2)NRITE(*»107)KsPPHy9I5,PL,PU
CALL EXIT

kkkRkpkkdkk  FORMAT STATEMENTS  #Hdendrssdistsn

103 FORMAT(//*THE NUMBER OF TESTS MUST BE 2535455, OR 6.1)

104 FORMAT(//*PLEASE TYPE THE NUMBER DF FAILURES INM EACH TEST.t/
*¥*PRESS THE RETURN KEY AFTER EACH ENTRY.T)

105 FOSMAT{//tPLEASE TYPE THE NUMBER 0OF PAIRS OF CONSECUTIVE %/
*tFAILURES IN EACH TEST. PRESS THE RETURN KEY AFTER?Y/

*PEACH ENTRY.T)

106 FORMAT(//*SINCE THERE ARE NO PAIRS DF CONSECUTIVE FAILURES, THE®/
*tHOMOGENELTY OF THE SAMPLES CANNGT BE DETERMINED. EVEN SO, #/
*tTHEY WILL BE GROUPED AND TREATED AS [F THEY WERE %/
¥THOMOGENEDUS. *)

107 FORMAT(®THE *,I1,% TESTS RESULT IN AN ESTIMATEC FAILURE RATEt/
*?0F *»E12.5s%. YOU CAN BE *,12,% PERCENT CONFIDENT THAT THE */
*¢TRUE FAILURE RATE IS BETWEEN *sE12.55% AND *5E12.55%t.1)

108 FORMAT(//TPLEASE TYPE THE NUMBER OF TESTS. DO NOT INCLUDE 1t/
*tA TEST THAT HAD ZERD FAJLURES.t)

109 FORMAT(/7% YOU INCLUDED A TEST THAT HAD ZERD FAILURES. PLEASET/
¥TONIT [T WHEN YOU RE-ACCESS THIS PROGRAM, YOUR CODE WILL%/
¥TREHAIN 40.1)

111 FORMAT(//*PLEASE TYPE THE NUMBER OF TRIALS IN EACH TEST.t/
*tPRESS THE RETURN KEY AFTER EACH ENTRY.T)

114 FORMAT(/tWITH 95% CONFIDENCE THE TRIALS CAN B8E CDONSIDERED TO%/
**COME FROM THE SAME POPULATION. HENCEs THEY CAN ALL BE ¢/
¥TGROUPED TO DETERMINE A SMALLER CONFIDENCE INTERVAL®)

116 FORMAT(//*WITH 95% CONFIDENCE THE TRIALS CANNDT Bf CONSIDERED®/
*tT0 COME FROM THE SAME POPULATION. HENCE, THEY CANNOT BE ¢/
*PGROUPED TO DETERMINE A SMALLER CONFIDENCE INTERVAL. +/

*t IF YOU WISH, OMIT DATA FROM ONE OR MDRE TESTS THAT ARE THDUGHTH/
#4TO CAUSE REJECTION o THEN RE-ACCESS THE PROGRAM, YOUR CODEt/
*WILL REMAIN 40.1)

END

Figure C-5. Continued.
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SUBROUTINE ENTERA(A)
CHARACTER A*6

2 FORMAT(A6)

3 CONTINUE
CLOSE(UNIT=5)
OPEN(UNIT= 55 FILE=*INPUT*)
READ(5» 2)END=3)A
RETURN
END

SUBROUTINE ENTERI(I)

2 FORMAT(I10)

3 CONTINUE
THE CLOSE AND OPEN STATEMENTS ARE FORTRAN 77. IF YOUR SYSTEM DEFAULTS
INPUT TO THE KEYBOARD AND OUTPUT TO THE CRY» THEY ARE UNNECESSARY.
CLOSE(UNIT=5) ,
OPEN(UNIT=5,FILE=tINPUT?)
READ(5525END=3)1
RETURN
" END

SUBROUTINE ENTERXIX)

2 FORMAT(Fl6.3)

3 CONTINUE
CLOSE(UNIT=5)
OPEN(UNIT=S,FILE=tINPUT?)
READ(5,25END=3)X
RETURN
END

Figure C-6. Listing of subroutines ENTERA, ENTERI, and ENTERX
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SUBROUTINE FTEST(CONLEV)

THIS SUBROUTINE DETERMINES WHETHER THE DATA FROM SEVERAL
TIME MEASUREMENTS COME FROM THE SAME POPULATION.
CHARACTER MY#3,MN%*2

DIMENSION N{6),WD(6),V(65,200)5F951(17)sF952(17),F953(17)s
2EQ54(1T7)» FOS5(1T), YA{L1T)sNQ(LT)5»SS(200)5TT(200),RR(200)
CONHBNISOICODE,PARAH:H(ZOO),TUR(2003sBIT(ZOQ)

INTEGER CONLEV, PARAM, CODE

DATA MY/'YES'/s MN/'NO'/

. THE VARIABLES FO51, F95254005F955 CDNTAIN THE F DISTRIRUTIDN

FOR 957 AND 15 2540095 DEGREES OF FREEDOM.

DATA F951l161.:18.5’10.137 71:6 61954995565955, 32’5.12’
¥4 0969407554 054940359%40175%4,0053:9253.84/ ‘ ‘
DATA F952/20002190099:55560945507955014940745%. kb:% 26s

*4010’3089)3068}3.49)3032)3015’3007’3.00/ .

DATA F953/216¢519029902856059556415467694:355%4,0753,86)
$3071530495362993:10920922207652:6852460/7 -

DATA F954/225:5196259:1256:3955¢1954053540125368%53.63»
¥344853,26930065208792:6952:535204552437/

DATA F955/2300519c359e01565265540554¢3953,9753:6953.48»
*3;33’3011)209032.71’2e53’20379202992021/

DATA NQ/15293545556572859510512515520530560,120,1000/

AhERpkRkkibkkkt  COMPUTE THE F STATISTIC  *dksbkkkdasssik

MaNUMBER OF DAYS

N{I}=NUMBER OF TRIALS IN THE ITH TEST
NN=TOTAL NUMBER OF TRIALS
WRITE(*,100)

CALL ENTERI(M)

IF{(M L T2} 0Re{M:GTob6) ITHEN
WRITE(*,98)

CALL EXIT

END IF
NN=0

WBAR=0,

K=0 _

WRITE(%,90)

CALL ENTERI(MODE)
IF(MODE.EQ42) THEN

DD 17 I=15M

CALL YFILE(RRsTT5SS»IsNA)
N(I)eNA

WD(I)=0,

DN 16 J=1,NA

VII,J)=RR(J)
WBAR=WBAR+V(I,J)
WD(T)=WD(T)+V(Isy)

K=K+l

Figure C-7. -Listing of subroutine FTEST.
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W{K)=V(I,J)

TUR(K)=TT(J)

BIT(K)=SS(J)
16 CONTINUE

NNaNN+NA

WD(I)=sWD(I)/NA
17 CONTINUE

GO 10 19

END IF

DO 20 I=1,M

TF(PARAMJEQ.1)WRITE(#,101)1
IF(PARAM.EQ.2)WRITE(*,91)1

CALL ENTERTI(N(I))
WD(I)=0.
NA=N(I)

IF(PARAMLEQ.IIWRITE(%*,102)1
TF(PARAM,EQ.2)WRITE(*,92)]

DO 18 J=)lyeNA
CALL ENTERX(V(IsJ))
WRAR=WBAR<V(I,J)
WO(I)=WD(T)+V(I,J)
KoK+l
WIK)=sV(I,J)
RR{JI=V(Is J)
18 CONTINUE
CALL CHECKX(RR)
NNaNN+N(T)
WO(TY=WD(T)}/N(I)
20 CONTINUE
19 WBAR=WBAR/NN
=0,
B=0,
NN 22 I=l,m
NA=M(T)
nn 21 J=1,NA

AzA+ (VI J)=WD(T)¥*(V(TI,J)-WD(]

21 CONTINUE

BeR+AN{T )R (WD(TI)-WBAR)*{WD(I)1-WBAR}

22 CONTINUE
SE=A/(NN=M)
S1sB/(M=1,)
 F IS THE F STATISTIC
F=51/SE

*kokdok DETERMINE, FDIST,

kkExk UTINN (AT 95%) FOR M-1 AND NN-M DEGREES OF FREEDOM.

ITe-1

L=NN~-M

DO 40 J=1,16
IF{M-1.EQ.1)YALJ)=FI51(J)
IF(M=1,EQ.2)YA{J)=F352(J)
IF(M=1,EQ,3)YA(J)=F953(J)
IF(M=1,EQ,4)YA(J)=F954(J)
IF(M=1,FQ.5)YA(J)=FO55(J)

TUHE VALUE NF THE CUMULATIVE F DISTRIB=-
Rk Rk ok

TF((LoGESNO(I))oANDG(LoLToNQ(J+1)))I=Y

IF{J.EQ.I+1)60 TO 41
40 CONTINUE
IF{L.GE.NQ(17))THEN
I1=16
NQ(17)s=L
END IF
41 IF(LLLE10)FDIST=YA(I)

TFO(LGTNO(I))oAND(LoLESNA(I+1))IFNISTYA(I)*(NQ(I+1)=L)

Figure C-7.
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*/(NQ(I+1)=NQ{IN)I+YA(I+1)*(L=NQ(I))/(NO(I+1)=NQ(I)})
Rkkhkrk CNMPARE THE F DISTRIBUTION WITH THE F STATISTIC. *hAkkEX

IF(FeGTFDIST)THEN
WRITE(%,104)
CALL EXIT

kkkkkkkkkx  SINCE THE DELAYS COME FROM ONE POPULATION,  ®ks*%¥x
*¥kakxkekdk  ENTER THE REMAINDER OF THE DATA AND ANALYZE  kk#k*%
A ok ok sk ok ok ok ok THE DATA. wkkkkgkkkkkkkgkkkkkkkkk bk ko kkgkkkkokkkk

END IF

WRITE(*,103)

IF(MDDE «FEQ.1) THEN

WRITE(*,107)K

DO 52 I=]l,K

CALL ENTERX(TUR(I))

52 CONTINUE

CALL CHECKX(TUR)

IF(PARAM,EN,2)THEN

WRITE(*,108)K

D0 53 I=1,K

CALL ENTERX{RIT(I))

£3 CONTINUE

CALL CHECKX(BIT)

END IF

END IF

CODEs1O%PARAM+CONLEY

CALL ANZTIM(CONLEVsKyWAVEs WLy WUSRHATSRLSRUSPP,PL,yPU)
IF(CODE oEQe11)WRITE(*,109)WAVE, 90, WLsWUSPPs90,PL,PU -
IF(CODEsEQu12)IWRITE(%,109)WAVE» 95, WL s WUsPP,95,PL,PU
IF(CODE+EQs21)WRITE(*,110)WAVES S0, WL o WUsPP»90sPLyPUSRHAT, 9D
*, RLsRU '
IF(CDDF.FQ.??)VPITE(*’I10)UAVF’Q59UL1NU)P¢)95’pL)P“;RHAT;95
€y RL R

CALL EXIT

I I IITITI LT FNeMAT STATEMENTS bk E ok kk ek d &

Q90 FORMAT(//'DD YDU WISH TO ENTER TWE TEST DATAtY
*! 1. FROM A KEYRNDARDY/
¥t Rt/

*1 2. FROM A FILE?Z'/
*#IPLEASE ENTER THE INTEGER AT THE LEFT /
*10F THE DESIRED ENTRY MODE.')

91 FORMAT(//'PLEASE TYPE THE NUMBER OF TRIALS OBSERVED '/
*¥'DURING TEST',1I2,%, ')

92 FORMAT(//'PLEASE TYPE (IN CHRONOLOGICAL ORDER) THE INPUT/OUTPUT v/
¥ ¢TIMES OBSERVED DURING TEST!,I2s', PRESS THE RETURN KEY ¢/
*¥PAFTER EACH ENTRY,!)

98 FORMAT(//'THE NUMBER OF TESTS MUST B8E 25354,5, DR 6,')

99 FNRMAT(//'YOU FAILED TO TYPE EITHER YES OR NO.1!)

100 FORMAT(//'PLEASE TYPE THE NUMBER 0OF TESTS.'/
¥t THIS NUMBER MUST BE GREATER THAN 1 AND v/

*1LESS THAN 7.1)

101 FORMAT(//'PLEASE TYPE THE NUMBER OF DELAYS NBSERVED '/
*'DURING TEST!',I2,'.")

102 FORMAT(//'YPLEASE TYPE (IN CHRONOLDGICAL ORDER) THE DELAYS'/
*TARSERVED DURINE TEST',T2,t, PRFESS THWE RETURN KEY V/

*1AFTEQR EACH ENTRY, ')

103 FNRMAT(//' WITH Q8% COANFINENCE THE TRIALS CAN RE CONSIDEREDR TO'/
¥t COME FROM THE SAME POPULATIOAN, HENCE, THEY CAN ALL BE GROUPEDSY/
*¥1TO DETERMINE A SMALLER CONFINDENCE INTERVAL.?')

104 FORMAT(//'WITH 95% CONFIDENCE THE TRTIALS CANNOT 8E CONSIRERED'Y/

Figure C-7. Continued.
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*1TN CNME FROM THE SAME POPULATINN, HENCE, THEY CANNOT BRE v/
*IGROUPED TN DFTFRMINE A SMALLER CNONFTIDENCE INTERVAL, '/
*t  IF YOU WISHy OMIT DATA FROM QONE OR MORE TESTS THAT AREY/
*tTHOUGHT T CAUSE REJECTIONy AND RE=-ACCESS THIS PROGRAM,!'/
*¥1YDUR CNDE WILL REMAIN 40,1)

105 FORMAT(//¢IF YOU WISH TO CONTINUE (USING GROUPED DELAYS TO%/
*'0BTAIN A RETTER ESTIMATE)s YOU MUST ENTER THE USER=?'/
*t FRACTION OF EACH DELAY'/
*1 (IN CHRONDLDOGICAL ORDER) '/
*0IF YOU WISH TO CONTINUE, TYPE YES. OTHERWISEs TYPE ND.')

106 FORMAT(//'IF YOU WISH TO CONTINUE (USING GROQUPED INPUT/OUTPUT '/
¥t TIMES TO OBTAIN A BETTER ESTIMATE)» YOU MUST ENTERY/
*! *THE USER=-FRACTION OF EACH INPUT/OQUTPUT TIMEY/
% ¥*THE NUMBER 0OF BITS TRANSFERED IN EACH TRIAL'/
*' IF YOU WISH TO CONTINUE, TYPE YES. OTHERWISE, TYPE NOL')

107 FORMAT(//'PLEASE TYPE THE USER-FRACTION OF EACH OFt'/
kVTHE', 12, TRIALS (IN CHRONDLOGICAL DRDER). PRFSS THE RETURN?/
*¥IKEY AFTER EACH ENTRY.?)

108 FORMAT(//'PLEASE TYPE THE NUMBER QOF BITS TRANSFERED'/
*VIN EACH OF THE',I2,!' TRIALS.') .

109 FNRMATY(//' YOUR TESTS RESULTED IN AN ESTIMATED MEAN DELAY OF?/
*¥3F10.55 ' o YOU CAN BE ',I2,' PERCENT CONFIDENT THAT THE'!/
¥1TRUE MEAN DELAY IS BETWEEN ',E10.55" AND ',E12,5s% 4V/
*1 YOUR TESTS RESULTED IN AN ESTIMATED MEAN USER=-FRACTION OFY/
®#VTHE DELAY NFY,E10,5»" YOI} CAN B8EV,T13," PERCENT CONFIDENTY/
*VTHAT THE TRUE MEAN IS BETWEEN ',E1D0,55 " AND ',FE10,551,°%)

110 FOPMAT(//'YDUR TESTS RESULTED IN AN ESTIMATED MEAN INPUT/0UTPUT ¢/
X1TIME OF V,E10,55' o YU CAN BE ',12," PERCENT CONFIDENT v/
* 1 THAT THE TRUE MEAN INPUT/OQUTPUT TIME IS BETWEEN 1,E10.5s " AND ¢/
kg 106591 &t/ ’ .
*? YOUR TESTS RESULTED IN AN ESTIMATED MEAN USER-FRACTION'Y/
*¥VINPUT/OUTPUT TIME NF ',E10,5,1 YOU CAN BF 5,12, PERCENT v/
*0CONFIDENT THAT THE TRUE MEAN IS BETWEEN 'sE10.5,' AND '5E10.5,/
* 1 YR TESTS RESULTED IN AN ESTIMATED MEAN TRANSFER'Y/
H¥IQATE OF 1,F)1N,5,', YOI! CAN BE 1,]72,% DERCENT CNNFIDENT THAT THE'/
*ITOUHE MEAN TRANSFER RATE IS RETWEEN ',E]1C,5,t AND 1t/
*9F104Sp ¥, ")

ENA

Figure C-7. Continued.
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SUBRAUTINE LIMIT{NsRsA)

TO AVOID AN ARTIHMETIC UNDERFLOW BY A=R¥%N,
TO A THE MAXIMUM OF R¥%K 0OR 1,.,E=-20.
K =0

A=1l,

AmA¥R

K=K+l

IF{ALT41.E-20)RETURN

IF(K.LTN)GD TN 2

RETURN

END

THIS SUBRODUTINE ASSIGNS

Figure C-8. Listing of subroutine LIMIT.
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SUBRDUTINE MULTIP
COMMON/SO/CODE,PARAMLW(200),TUR(200),BIT(200)
INTEGER CONLEV, PARAN
THIS SUBROUTINE COORDINATES THE TWO STATISTICAL TESTS
(CHISQR FOR FAILURE PARAMETERS AND FTEST FCR TINE
PARAMETERS) TO DETERMINE IF DATA FROM MULTIPLE TESTS
COME FRDM THE SAME POPULATION,

1 dRITE(#,101)
CALL ENTERI(PARAM)
IF({PARAMIEQ.L) DR {PARAMLENL2) cORJIPARAMEQ.3))GD TO 3
WRITE({*»102)
63 10 1

3 WRITE(*,103)
CALL ENTERI(CONLEV)
IF{PARAM.LE.2)CALL FTEST(CONLEV)
IF(PARAM.EQ.3)CALL CHISQR{CONLEV)
RETURN

HERERRRREERRERE  FORAMAT STATEMENTS  #avsddersderbrks

101 FORMAT(//tD0 YOUR TESTS MEASURE®/
*t 1. DELAYS,?/
*t 2. RATES,*/
*tQRt/
*+ 3, FAILURES+t/
*tPLEASE TYPE THE INTEGER LISTED AT THE LEFT OF THE APPROPRIATE®/
¥TPARAMETER . 1)
102 FORMAT{//7+Y0U FAILED TO TYPE 1, 2, OR 3.%)
103 FORMAT(//TTHE MEAN OF THE PERFDRMANCE PARAMETER THATY YOU ¢/
*¥*SELECTED CAN BE MEASURED WITH ONE NF THE FOLLOWING LEVELS?/
**0OF CONFIDENCEst/
¥4 1. 90%¢/
*t 2. 95221

*e PLEASE TYPE THE INTEGER LISTED AT THE LEFT QOF THE CONFID-t/
¥PENCE LEVEL THAT YOU HAVE SELECTED.t) ‘

END

Figure C-9. Listing of subroutine MULTIP.
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40

33

35

SUBROUTINE POISS(CONLEVsUsSsYL»YUsD)

INTEGER CONLEV, §

THIS SUBROUTINE DETERMINES THE VALUES OF D FOR THE POISSON
APPROXIMATION UPPER CONFIDENCE LIMITS AND. THE CONFIDENCE.

LIMITS FOR THE MEAN OF A POISSON DISTRIBUTION (CALLED YL AND YU).(‘

DIMENSTION CL1(45)»CUL(45),0L2(45)sCU2(45)

5QTA CLII.OOO,.051;.36}.82;1.3791a97,2.61,3-3,#.0;4-7'5.49
¥6229650997079805992221000510.8511.6»1244513.3»
*¥1441514.9515479166917e¢%4918.2,19.1519:99520.75216»
%2549530e29344553%009434988495205570951436649T70e975+280.98447
DATA CU1/34005%e75643957e859¢25104591148913.191444%4915.7517,.0»
¥18.251944920679214992341924232254522647227:922%.1s
*30-2’3104’ 3206,33.8935’,36‘!37" 380,40-"’10’
*460’520)58-’63.)69.)74-’80-’850’91-)960’1020’107.’113-’118-,
DATA CLZIOOOO)O025,0242)06291-09)1062)2-20)2.81)3.5{4.1’408’
*5.5)6.2,609’707)804’9.1)9.9’1007’11‘4’1212’
¥13e05134851%46515.4951642517e05174851846519.4520.2)
*24-4)28.6’32'8)3701)41"46'!500’55"590,63.)68-172n’770’810/
DATA CU2/30795e657¢2584851042511701341514,4515.8517.1,18.4,
%19479214052242523e59240T7926e09274292B4492%475314s
#32.93349350536e237¢5380939%240024249434»
$494954:9600966497209774983e98B499445100+5105421114511645122.7

*kkeakkee®  DETERMINE THE CONFIDENCE LIMITSs YL AND YU,  #esssssdets
shkeptkea®  £OR THE MEAN OF A POISSON DISTRIBUTION,  ##&assbhrsdedss

IF{S.GT.100)G0 TO 33
IF(S.6T.30)GD TO 40

IT=5+1
IF(CONLEVL.EQG.1)YL=CLI(IT)
IF(CONLEV.EQ.1)YU=CUI(IT)
IF{CONLEV.EQ.2)YL=LL2(IT)
IF(CONLEV.EQa2)YU=CH2{IT)

G0 TO 35

IT=(S-30)/5+31
IF(CONLEV.EQ.1)THEN
YL1=CL1I(IT)

YUl=CUL(IT)

YL2=CL1(IT+1)

YU2=CUL{IT+1)

END IF

IF(CONLEV.EQ.2)THEN
YL1=CL2{IT)

YUlsCU2(IT)

YL2=CL2(IT+1)

YU2=sCUY2((T+1)

END IF

S1=(S/5)*5.,

§2=51+5.

INTERPIOLATE
YL=YL1%({52-5)/5.+#YL2%(5-51)/5.
YUsYU1*(S2-S)/5.+YU2%({5-51)/5.
60 TO 35

QL'S’O.S

QU=$+0.5
YL®QL+0.375%¥0%U~U*3QRT {QL+0.125%U%Y)
YU=QU+0.375%0%U+U*SART (QU+0.125%U*Y)

EAERER DETERMINE, Dy A VALUE USED FOR THE POISSON APPROXIMATE

ok k kR

akkehkx  UPPER CONFIDENCE LIMIT.  #fskedkbkihdbbrstiirsrseriirhkbornsns

IF((SeLEL3) «ANDS {CONLEV.EQ.1))D=0,012%(S+1.)
IF(({S.LEL3) eAND. (CONLEV.EQ.2))0=0,019%{S+1.)

Figure C-10. Listing of subroutine POISS.
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IF(ISaGE«4) e ANDL(CINLEV.EQ.1))D=0,062
TF{{SeGE«4) «AND . (CONLEV,EQ,2))D=0,093
IF(5.GT.50)0%0.

RETURN

END

Figure C-10.

117

Continued.



TO0

200

99

e

e

SUBRRDUTINE SSDFtRfCODE:NODE:CGNLEV:N:S:P:A’PHpPLtPU)

INTEGER CODEs» CONLEYs S» Ry 30O

THI3 SUBROUTINE DETERMINES THE SAMPLE SIZE REQUIRED TO ACHIEVE
A GIVEN RELATIVE PRECISION AND CONFIDENCE LEVEL FDR THE MEAN

PROBABILITY OF A FAILURE.
CHARACTER MY¥*3, MN¥2, MAX#*3
DATA RY/RYES®/,MN/® NOt/
AQ(A,U)=0,0001%{A/U)**2, .
BQ{X)=={1.42.%X%/3,)

CA{XsU)=0.5-0. 125*(0**2 ) +X/9.
SINDF(A53,C)=( -B*SQRT(B*8-4-*A*C))I(2 *A)
DETERMINE SIND

TF(CONLEV.EQ.1)U=1. 645
IFICONLEV.EQ.2)U=1.960

Al=AQ{A5U)

81=3Q(AL)

Cl=CQlal,i}

SIND=SINDF({Al»B1,Cl)

IF({CODE.GT.0)GOD TO 200

bR R LR L Lk L DETERMINE THE SAMPLE SIZE FOR THE TEST

WRITE(*,100)

CALL ENTERA{MAX)
IF{MAX.EQ.*™NO*) GO TO 2
IF(MAXL.EQ.TYEST)GO TD 4
WRITE(#¥,99)

G0 101

WRITE(*,101)

CALL ENTERXI(B)
S=INT({1.645/7(2.,%B))%%2,)+1
CODE=NODE+2

RETURN

WRITE{*5103)

CALL ENTERX(PL11MAX)
SsINT(SIND*(1.+PLIMAX)/(1l.~PL1MAX))+1
CODE=NIDE

RETURN

R A RS 2L L2

(A-10)

(4-9)

FRExckkbbkisr DETERMINE IF ANDTHER SAMPLE IS NECESSARY  #sesssssrskes

CALL ANZFLR{CONLEV,»N»S»RpPHsPLyPU,P11U)
S0=INTISIND*(1.+P11U)/(1.~P11U})+1
IF{30.LT.53)THEN

CODE=CODE-2

RETURN

END IF
§$=50-5
RETURN

{A-13}

{A-14)

TRk kkdkkReRer  FORMAT STATEMENTS KRR R Rk Rk

FORMAT(//tYOU FAILED TO TYPE EITHER YES OR NO.T)

*TCONDITIONAL PROBABYLITY DF A FAILURE GIVEN THATH/

*tA FAILURE DCCURRED IN THE PREVIOUS TRIAL4 PLEASE®/

*tTYPE YES (R ND.*T)

100 FORMAT(//* CAN YOU ESTIMATE THE MAXIMUM® VALUE OF THE?/

Figure C-11. Listing of subroutine SSDFLR.
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101 FORMAT(//4XstSINCE YDU CANNOT ESTIMATE THE MAXIMUM VALUE OF THET/
*®CONDITIONAL PROBARILITY, SPECIFY THE INTERVAL ABNVE®/
*+THE CONDITIONAL PROBABILITY THAT YOU EXPECT IT TO EXCEED %/
*+ONLY 5% OF THE TIME. PLEASE TYPE THIS VALUE IN THE FORM O0.XXXat)
103 FORMAT{//*PLEASE TYPE THIS ODECIMAL VALUE IMN THE FORM 0.XXX.t)
END

Figure C-11. Continued.
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190

207

211

222

212

41

43

SUBROUTINE SSDTIM{NODE,CONLEVsNsABS)

INTEGER CDDEs CONLEV

THIS SUBRDUTINE DETERMINES THE SAMPLE SIZE REQUIRED TO ACHIEVE
A GIVEN ABSOLUTE PRECISION AND CONFIDENCE LEVEL FOR THE MEAN

DELAY,

COMMON/SQ/CODE,PARAM, ¥ (200),TUR(200)5817(200)
CHARACTER MY%3, MN%2, ANS*3, TND¥*3, AUT*3

DATA MY/JTYEST/, MN/TNOY/
IF{COPE.GT.0)GNO TD 41

LARA AL LR L DETERMINE THE SAMPLE SIZE FOR THE TEST

CODE=NODE
IF(CODELLE14)WRITE (%,99)
IF{CODE.GE21)WRITE(*,100)
CALL ENTERA{ANS)
IF(ANS.EQ.TNO*)GO T3 3
IF(ANS.EQ.TYEST)GD TO 4
WRITE(*,101)

GO TO 1

CODE=NJDE+2

N=10

RETURN

WRITE(*,109)

CALL ENTERX(SIGMAX)
IF(CONLEVLEQ.1)U=1,645
IF(CONLEV.EQ.2)U=1.960
NIND=INT((UXSTGMAX/ABS)*#2,)+1
WRITE(*,105)

CALL ENTERA{IND)
IF(IND.EQ.TYES®)GO TO 207
IF(IND.EQ.TNOT)GO TO 211
WRITE(#%,101)

G0 TD 190

CNDE=NODE

N=aNIND

RETURN

WRITE(*,201)

CALL ENTERACALT)
IF(AUT.EQ.*YEST)GD TD 212
IF{AUT.EQ.TNDOT)GD T 222
WRITE(*,101)

60 70 211

CODE=NODE+2

N=10

RETURN

WRITE(*,202)

CALL ENTERXI(X)

CODE=NODE
N=INTININD*{1.4X)/(1.-X})+1
RETURN

EhkEEEXKEFERKE DETERMINE IF ANOTHER SAMPLE IS NECESSARY

WAVE=OQ,

00 43 I=1,N
HAVE=NAVE+V(I)
CONTINUE
WHAVE=WAVE/N
$D=0,

Figure C-12. Listing of subroutine SSDTIi.
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DO 44 IslsN -

SO=SD+{W(I)-HAVE)*(W{I)-WAVE)
44 CONTINUE

NA=N-1

SD=SQRT(SD/NA)

WA=0.

DD 92 I=1,N4A

HA*HA+(H(I)'HAVE)*(V(I+1)-ﬂAVE)
92 CONTINYE  ~»~°~

X=WA/7(SD¥SD*NA)

CALL STUDNT{(CONLEV,N»>T)

ARL=T*SD*SQRT( (1. +X)/{{1.-X)*N))

IF{AR1.LE.ABS) THEN

CODE=CODE~2

RETURN

END 1IF
N=INTO(T*SD/ABS) ¥42,%{1.4X)/7(1.—X))+1-N
RETURN

wkkkRkfRkRk ok k k& FORMAT STATEMENTS deo o ok ek ko ok ok ok ok ok

99 FORMAT(//tDD YOU KNOW THE MAXTMUM VALUE OF THE STANDARD */
¥tDEVIATION OF THE DELAYSE PLEASE TYPE YES OR NO.*) -

100 FORMAT(//%D0 YOU KNOW THE MAXIMUM VALUE OF THE STANDARD %/
**DEVIATION OF THE RATES® PLEASE TYPE YES OR ND.tT)

101 FORMAT(//tYOU FAILED TO TYPE EITHER YES DR NO.%)

105 FORMAT(//tARE THE TRIALS STATISTICALLY INDEPENDENTY (IF THEY?I
*¥PARE» THEY ARE UNCORRELATED). PLEASE TYPE YES DR ND. t)

109 FORMAT(//*PLEASE TYPE THE MAXIMUM VALUE OF THE®/

**STANDARD DEVIATION IN THE FORM XXX.XXXet)

201 FORMAT(//TSINCE THE TRIALS ARE NOT STATISTICALLY INDEPENDENT,*/
**THE AUTOCORRELATION IS NOT ZERO. DO YOU KNOW THE VALUE OF*t/ -
*tTHE AUTOCORRELATION OF LAG 14 PLEASE TYPE YES OR ND*)

202 FORMAT(//TPLEASE TYPE THIS VALUE IN THE FORM 0.XX OR =-0.XX.*)

END

Figure C-12. Continued.
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61

SUBROUTINE STUDNT{(CONLEV»NsT)

THIS SUBRDUTINE DETERMINES THE STUDENT T STATISTIC.

INTEGER CONLEV :

DIMENSTON T90(9)»T95(9)sNP(9)

DATA NP/1925354555105,205405400/7

DATA T1907/6431492¢92052.35392413292+401551.81251,.72551.68451.645/
DATA T95/12.70654¢30393.18252.77652457192422892.08692.02151,960/

R FE FIND TWO CONSECUTIVE POINTS OF TABLE THAT BRACKET N-l.¥%k%x%

DO 60 I=1,8
IF({N—~1GE+NP{I))AND (N-1.LE.NP(I+1)))GD TO 61
CONT INUE

LA S 2T T SELECT TASLE ACCORDING TO CONFIDENCE LEVEL REEEREX

IF(CONLEVLEQ.1)T1=T90( )
IF(CONLEV.ED.1)T22T90(1+1)
IF(CONLEV.EQ.2)T1=T95(1)
IF(CONLEV.EQ.2)T2=T95(1+1)

LR AL T IS5 DETERMINED BY HYPERBOLIC INTERPOLATION FOR LA LA LS L L
kR EE% DEGREES OF FREEDDM BETWEEN THOSE LISTED IN THE TASBLE. EXEEE

As({T1-T2)¥NPL{I)*NP(I+1)}/7(NP{I+1)~NP{]))
Ba(T2NPLI+1)-TI*NP(I))/(NPII+1)~-NP(I))
T=A/(N~1)+8

RETURN

END

Figure C-13. Listing of subroutine STUDNT.

122



10

SUBROUTINE XFILE{WsTURSBIT,I)
DIMENSION %(200),TUR{200),81T(200)
CHARACTER FILENM®*p
WRITE(*5101)

CALL ENTERA(FILENM)
CLOSE(UNIT=1)
OPEN(UNIT=1,FILE=FILENM)

1=0

READ(1y 102)WFs TURFS BITF
IF(“F.NE.‘IO. YTHEN

I=l+]

d{1)=4F

TUR{I)=TURF

BIT(I)=BITF

60 TO 10

END IF

RETURN

LA 222 2] I FORMAT STATEMENTS xkkkkkkE

101 FORMAT(/7/tPLEASE ENTER THE NAME DF THE FILE CONTAININGt/

¥tDATA FROM THE TEST « THIS NAME SHOULD BE A T/
#t CHARACTER NAME OF THE FORM AAAAAA.T)

102 FORMAT(2F16.35F16.0)

END

SUBRJQUTINE YFILE(W»TURS3IT»Jd» 1)
DIMENSION w(200),TUR{200),81IT(200)
CHARACTER FILENM*S

WRITE(*,101)J

CALL ENTERA(FILENM)

CLOSE(YNIT=1)
OPEN{UNIT=1,FILE=FILENM)

I=0

10 READ(1,102)9F, TURF,BITF

I=1+1
W(I)=wF
TURCI)=TURF
SIT(1)=BITF
GO 10 10
END IF
RETURN

TRk kk R FORMAT STATEMENTS CERAARREE

101 FORMAT(//4PLEASE EATER THE NAME OF THE FILE CONTAININGT/

¥tDATA FROM THE TEST ON DAYTsI12,%¢ TH{S NAME®/
#TSHOULD BE A CHARACTER NAME OF THE FORM AARAAA.*)

102 FORMAT(2F16435F16.0)

END

Figure C-14. Listing of subroutines XFILE and YFILE.
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