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Abstract—Multipath effects in indoor wireless communication
systems exhibit a characteristic power delay profile (PDP) and
can be a detriment to system performance. In this paper, we
present a simplified model for calculating the decay rate of
the PDP for propagation within rooms. This simplified model
provides a time-efficient means of predicting system performance.
Predictions of this in-room PDP model are compared to results
obtained from a finite-difference time-domain (FDTD) model.
Additionally, comparisons of the IPDP model to measured data
are presented. The rms delay spread is the second central moment
of the PDP of a propagation channel and is a measure of the
communication link degradation due to multipath. We also show
results of the estimated rms delay spread from this model and
show comparisons to the measured data. This IPDP model can be
used to investigate the effects of variable room size and properties
of the surfaces (or walls) on the decay characteristics of the PDP.

Index Terms—Channel modeling, delay spread, impulse re-
sponse, multipath, power delay profile.

I. INTRODUCTION

I N DESIGNING wireless telecommunication systems, it is
crucial to control the intersymbol interference (ISI) and

more importantly the bit error rate (BER). The ISI is directly
related to the multipath phenomena resulting from objects
(such as walls, furniture, and people) in the propagation path
between the transmitter and receiver. This multipath exhibits a
characteristic power delay profile (PDP). The delay spread of
the radio propagation channel is a measure of the PDP which
can be a detriment to system performance [1]–[10].

While techniques such as equalization [11], [12] and di-
versity [13]–[15] are often used to mitigate the effects of
multipath, it is still important to be able to predict the multipath
effects by estimating the impulse response and decay rates in
the indoor channel before designing a particular system. There
are various techniques available for predicting these multipath
effects. Geometric optics (or ray tracing) models [16]–[29],
finite-difference time-domain (FDTD) models [30]–[33], and
time-domain integral equation models [34] have been used
to calculate the impulse response and the PDP for indoor
channels. While these numerical techniques are accurate, they
are time consuming. Statistical models for indoor radio prop-
agation have also been developed for determining the impulse
response [35]–[44]; however, these models are only valid as
long as the defining statistics for the channel being modeled
are accurate.
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In this paper, we introduce a simplified model for calculating
the PDP for inside a room. Parameters in this model are
functions only of the volume of the room, the surface area of
the room, and the amount of energy absorbed into the walls.
The predictions from this in-room PDP model are compared
to numerical results obtained from a FDTD model, as well as
to measured data.

II. BACKGROUND

Dating back to the turn of the century, the acoustic com-
munity has been estimating the decay rates (or reverberation
time) of energy inside acoustic cavities (or rooms) [45], [55].
Reverberation of a room occurs when multiple wall reflections
are present [56]. Under this condition, the field levels in an
acoustic cavity are assumed to be uniform, and the gross
tendency of the average energy in the room resembles an
exponential decay

(1)

The expression is usually referred to as the Sabine reverber-
ation equation [48], where is the characteristic decay time
and is given by

(2)

where is the volume of the room, is the surface area of
the walls in the rooms, is the speed which energy propagates
in the room (for acoustic rooms, this is the speed of sound),
and is the acoustic absorption coefficient defined in [57]
and [58].

This approach has been used to calculate the characteristic
decay times and the of the acoustic cavity (defined as

and for electromagnetic reverberation chambers
[59]–[64]. The dissipated energy in the highly conducting
walls of these reverberation chambers has been determined
by averaging over the individual cavity modes [60] and [63]
and by averaging plane wave losses due to reflections over
all possible angles of incidence and polarizations [62] and
[65]. The latter approach will be utilized in this paper to
approximate the power dissipated and reflected by the surfaces
(or walls) in rooms.

The above approach for determining the decay time of
reverberation rooms, works very well as long as the absorption
coefficient is small. As approaches one, however, the
decay time predicted by the Sabine reverberation equation does
not approach zero; it approaches a constant. The dilemma of
nonzero decay time for rooms with perfectly absorbing walls
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was investigated by researchers analyzing room acoustics in
the 1930’s and 1940’s [49]–[52]. A remedy was proposed by
Eyring [49] where he approximated the characteristic decay
time of these so-called “dead” rooms as

(3)

The parameter is defined as the mean-free path between
reflections, and for a rectangular room is given by [54], [55],
and [66]–[68]

(4)

This quantity is not the average distance between reflections
for any given ray in the room; instead it istimes the recipro-
cal of the average reflection frequency (the average number of
wall reflections per second). Note that the characteristic decay
time given by Sabine [see (2)] and Eyring [see (3)] approaches
the same value for small values of Recently, this so-called
“dead” room formulation was used to analyze electromagnetic
anechoic test chambers [69].

The “live” and “dead” room expressions given in this
section are valid as long as reverberation is present in the
room. Dunens and Lambert [56] have suggested that rever-
beration occurs when several wall reflections are present, and
more importantly, they have shown that reverberation occurs
after to s. For indoor wireless communications
in rooms where the walls are not highly reflecting, energy
propagates freely through walls of typical building materials,
and as a result, few wall reflections occur. Before s
elapses (whereis the speed of propagation of electromagnetic
waves), only a minimal amount of energy is left in the room.
The situation when few wall reflections are present in a cavity
is referred to as a nonreverberated regime.

The study of acoustics concentrates primarily in units of
energy. In wireless communication applications, however, the
way in which the power level in a room decays with time
(i.e., the PDP) is more important. By extending the concept
presented in this section, it is possible to derive an expression
for the average PDP of a room when relatively few wall
reflections are present.

III. I N-ROOM PDP MODEL

In developing the decay time for “dead” rooms in acoustics,
Eyring assumed discontinuous drops in the power levels
caused by wall reflections [49] and [55]. Using these same
concepts, we developed an in-room PDP model. If an electro-
magnetic pulse is launched from a transmitter at some location,
the received power at some other location in the room is
depicted by Fig. 1. After some time delay, from the time
the pulse leaves the transmitter, the power in the direct ray
arrives at the receiver. The power level in the direct ray is
usually the strongest signal and the time delay is given by

, where is the separation distance of the receiver
and transmitter andthe speed of electromagnetic propagation
in the room. This direct ray is illustrated by the thick arrow
in Fig. 1. The strength of this direct ray is

Fig. 1. Typical field level distribution inside a room.

All the delayed components are due to reflections or scat-
tering from objects such as walls, floor, ceiling, furniture, and
people in the propagation path between the transmitter and
receiver. To simplify this analysis, assume that the room is
empty, such that all reflection originates from only the ceiling,
floor, and walls. On average, after some given time delay

, all the pulses that make only one reflection off either
the ceiling, floor, or walls, will arrive at the receiver. This
time delay is defined as the characteristic room time, and
is formulated below. Pulses that arrive at the receiver after
only one reflection have some mean power level This
power level is decreased from the transmitted power level by
two primary attenuation factors. The first is simply the free-
space loss proportional to , where is the path length that
these rays travel. The second is the reduction in power due to
reflection and absorption characteristics of the surfaces in the
room. All pulses arriving after one reflection are represented
in Fig. 1 by the rectangular box with height and width

After some other time delay, or two characteristic times
, it is assumed that all pulses arriving at the receiver

would have made only two reflections. Pulses that arrive at
the receiver after two reflections have some mean power level

This power level is a function of the path length and the
reflection coefficient of two reflecting surfaces. It is assumed,
on average, that pulses making two bounces will not arrive
at the receiver until most of the pulses that make only one
reflection have arrived. The rectangular box with heightand
width in Fig. 1 represents the pulses that arrive after two
reflections. This process continues for additional reflections
until the power levels are negligible. The series of rectangles
in Fig. 1 represents the pulses arriving at the receiver after
reflections with power levels given by As discussed below,
the PDP is approximated by connecting the direct ray and
the tops of the rectangular boxes representing the multipath
components.

A. Characteristic Time of a Room

The acoustic community uses the mean-free pathas a
means to determine characteristics about a room response.
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Fig. 2. Histograms of travel times of rays makingn bounces.

Actually, the quantity is used as a means of estimating
transience in a given room size. The characteristic timeof
a room that is required before a given set of rays makes one
reflection is assumed to be given by a function of the mean-free
path and by utilizing (4) can be expressed as

(5)

The justification of representing the characteristic timein
this manner is illustrated in Fig. 2. Using a ray trace model, the
arrival times were determined for rays makingbounces from
the ceiling, floor, and walls in a room with a length of 6 m,
height of 3 m, and width of 4 m. Probability distribution curves
versus arrival times for rays making bounces are shown.
The first plot corresponds to the distribution of arrival times

for rays making only one bounce in the room. The remaining
plots in Fig. 2 correspond to the distribution of arrival times
for rays making two–ten bounces, respectively. Notice if a ray
makes bounces off reflecting surfaces, then by , the
majority of the -bounced rays have arrived at the receiver.
That is to say, by , most of the rays making one bounce
arrive at the receiver; by , most of the rays making
two bounces arrive at the receiver, and so on for increasing
number of bounces.

B. Reflected Power Levels

In both electromagnetic and acoustic reverberation rooms,
the decay rate of energy is a function of the energy dissipated
into the walls, floor, and ceiling through the parameter
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([45], [55], [59]–[65], and [69]). The path length the rays
travel is unimportant in the energy levels of reverberation
cavities, because reverberation assumes the energy is uni-
formly distributed throughout the cavity. The model presented
here attempts to predict the PDP for a situation where the
room is not reverberant. In fact, for most in-room wireless
communication applications, the energy in the room will
dissipate quickly and the reverberation conditions are rarely
met. For this type of scenario, the power levels will be a
function of the path lengths the rays travel, as well as the
power dissipated in the reflecting surfaces.

It is possible to determine the path length and reflection
coefficient of each ray striking a surface in a room using ray
tracing approaches [16]–[29]. However, this approach as well
as other numerical approaches [30]–[34] are time consuming.
By using characteristic parameters of a room, it is possible to
approximate the power levels at different times. The average
power level of the bundle of rays that correspond to rays after

refections is approximated by

(6)

is a constant that is a function of the transmitting and
receiving antennas and the transmitted power, andis the
characteristic or effective distance that a bundle of rays making

reflections travels and is approximated by the time it takes
these rays to reach the receiver (that is, some integer multiple
of the characteristic time ). Using the definition of given
in (5), is expressed in terms of the characteristic length or
mean-free path as

(7)

In (6), is the average power reflection coefficient. In
general, it would be involved to determine the reflection
coefficient from the incident angle and polarization of each
ray in the room. Since we are only interested in the reflected
power in an average sense, the average power reflection
coefficient can be calculated in the same manner as is done in
electromagnetic reverberation rooms [65] and [69]. Thus, the
average power reflection coefficient is defined as

(8)

where is the average absorption coefficient of the surfaces
in the rooms. It is calculated by averaging plane-wave re-
flection coefficients over all possible angles of incidence and
polarizations [65] and [69] and is expressed as

(9)

where and are the plane-wave reflection
coefficients for transverse electric and transverse magnetic
waves, respectively. The plane-wave reflection coefficients are
functions of the material properties, thickness of the reflection
surfaces, and frequency of operation. Expressions for
and can be found in [70] and [71].

Fig. 3. Normalized PDP model for an in-room wireless radio propagation
channel.

C. Direct Ray

The direct ray arrives at the receiver at a time delay
determined by the transmitter and receiver antenna separation

The power level of the direct ray at the receiver is given by

(10)

where is a constant. The antenna separation distance is
known for a specific configuration, but the goal of this analysis
is to determine the PDP of the room in an average sense,
that is, to determine the global behavior of the room without
knowing the exact location of the transmitter and receiver, or to
determine the room average performance. Thus, it is assumed
that on average, the direct path travels a distance equal to one
characteristic length of the room and the direct ray
arrives at the receiver at

D. Power Delay Profile

With the power level and delay times of the direct ray
and the reflected rays determined, the PDP can be modeled.
By initializing the delay time of the direct ray to zero and
normalizing the power to , the power levels at different
delay times are approximated by

PDP for

PDP for (11)

This normalized PDP is depicted in Fig. 3. By connecting
the arrows in this figure, an approximation to the PDP is
obtained. One needs to keep in mind that this PDP is not for
a particular location in a room; it corresponds to the average
room behavior.

E. Room Consisting of Different Reflecting Surfaces

The average reflected power calculated from (8) assumes
that all the reflecting surfaces are identical. When different
reflecting surfaces are present in a room the average power
reflection coefficient is calculated as a weighted average of
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Fig. 4. Variations of the PDP for different size rooms.

all the surfaces, similar to what is done in acoustic and
electromagnetic cavities [49] and [69]. The effective average
absorption and the consequent average power reflection co-
efficient in a room with different reflecting surfaces is given
by

(12)

where is the total surface area of the room, is the area
of surface , and is the average absorption of surface

IV. GEOMETRY AND MATERIAL PROPERTIESVARIATIONS

The IPDP model was implemented to investigate the effects
of variable room size and properties of the surfaces (or walls)
on the PDP. The first example illustrates the effects of room
size. Fig. 4 shows the PDP for a room 4 m wide, 3 m high,
and 6 m long. The surfaces (walls, ceiling, and floor) in this
room are composed of an infinitely thick homogenous concrete
slab with and S/m. Also shown in this
figure are results for the same surfaces with the dimensions
of the room doubled and halved. These results are obtained
for a frequency of 1.5 GHz. For all three of these rooms, the
average absorption and reflection coefficients of the surfaces
are and These results illustrate, as one
might expect, that for the large room, the energy rings longer.
This results in the power levels remaining relatively high for
long periods of time. For the smallest room dimension, the
power levels decay relatively quickly.

The effects of different material properties of the surfaces
were also investigated. Fig. 5 shows the PDP for a room 4 m
wide, 3 m high, and 6 m long. The surfaces in this room are
assumed to be infinitely thick and homogenous with
and S/m and Also shown
in this figure are results for the same room size with the
conductivities increased to S/m and

Fig. 5. Variations of the PDP for a room 4 m wide, 3 m high, and 6 m long
for different types of wall materials.

and S/m and
Other results shown in this figure are for the same size room
with and S/m and and

and S/m and When
the reflections from the surfaces are large, the field strength
in the room remains relatively high for long periods of time,
illustrated by S/m and On the
other hand, when the reflections from the surfaces are small,
the field strength in the room will decay relatively quickly in
a short period of time, illustrated by and
S/m and

Finally, the effect of surfaces consisting of different mate-
rials was investigated. In the three examples investigated, it
was assumed that the material properties of the ceiling are
different from the other reflecting surfaces in the room. For
this condition, the effective absorption coefficient given by
(12) reduces to the following for a room for the two types of
reflecting surfaces:

(13)

where is the total surface area of the room, is the surface
area of the ceiling, is the average absorption coefficient of
the ceiling, and is the average absorption coefficient of
the walls and floor. In the first example, it was assumed that all
the reflecting surfaces (including the walls, floor and ceiling)
are composed of the same material ( and S/m)
and are of infinite thickness. When all the surfaces in the room
are the same, the average absorption and reflection for the
room can be calculated by (8) and (9) and are
and In the second example, it was assumed that
the ceiling of the room is perfectly absorbing (i.e.,
and and the walls and floor have the same material
as in the first example (i.e., and
The last example corresponds to a room with a ceiling that
is perfectly reflecting (i.e., and and the
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Fig. 6. Variations of the PDP for a room with different materials in the
ceiling.

walls and floor have the same material as in the first example
(i.e., and The results of all three
of these examples are shown in Fig. 6. This figure illustrates
how the field levels in a room vary as the properties of one of
the reflecting surfaces in a room change. As expected, as
increases, the power levels in the room remain at relatively
high levels for longer periods of time.

V. WIDE-BAND SYSTEMS

The IPDP model presented here has a frequency dependence
due to the average reflected power being a function of the
reflection coefficient of the reflecting surfaces. These reflection
coefficients are functions of the material properties, surface
(or wall) thickness, and frequency. The question that arises is:
what frequency should be used when a system has a given
bandwidth? Fig. 7 shows results of for different types of
surfaces at various frequencies. Ifdoes not vary appreciably
in the given bandwidth, then the value of at the carrier
frequency can be used. However, for some materials and wall
geometries, can exhibit a strong resonant behavior in a given
bandwidth of frequencies (see the solid curve in Fig. 7). By
using the maximum average reflected power in the given
bandwidth in our IPDP model, a worst case or upper limit on
the decay rate is obtained since the IPDP model is directly
related to the value of Thus, to calculate the PDP for a wide-
bandwidth system, is calculated for the entire bandwidth and
the maximum average reflected power is used.

The question whether distortion due to variation of the
in the whole band is significant will depend on the resonant
behavior of (which is a function of materials and geometry of
the walls). Part of our future work in developing and improving
this model is to investigate this issue.

VI. V ALIDATION OF THE MODEL

We validated the PDP model by comparing it to results
obtained from a FDTD model and measured data. We are

Fig. 7. Variations of
 for a room with different types of reflecting surfaces.

investigating the use of a three-dimensional (3-D) FDTD
approximation to Maxwell’s curl equations to determine the
impulse response of the in-room channel. The FDTD technique
requires the volume of the room and the walls to be subdivided
into unit cubic cells. The electric and magnetic field vector
components on these cells are represented by a Yee space
lattice [72]. With this space lattice, the Yee algorithms ([72]
and [73]) for the coupled Maxwell’s curl equations can be
used to solve for both the electric and magnetic fields in
time and space. The finite-difference grid was continued three
spatial cells beyond the outer edges of the walls, and the
grid was terminated at that point by an absorbing boundary
condition. A 16-cell-thick Berenger perfectly matched layer
with a quadratic conductive profile was used as the absorbing
boundary condition [74].

Fig. 8 shows the results of predicted PDP’s for two different
locations in a room obtained from the FDTD simulation. The
current source waveform used in this simulation corresponded
to a first derivative of a Gaussian. The results in the figure
correspond to a room 2.4 m high, 3.3 m wide, and 5.4 m
long and the walls, floor, and ceiling for this room have a
thickness of 30 cm with and S/m. Also
shown in this figure are corresponding results from the IPDP
model. Fig. 9 shows a comparison of the IPDP model and
the FDTD model for a room with the same dimensions and
with the conductivity increased to 2.0 S/m. The comparisons
in these two figures illustrate that the IPDP model predicts the
same decay characteristics in the PDP as predicted from the
FDTD model.

Finally, comparisons to measured data are presented. Our
Institute has developed an impulse measurement system to
measure the PDP for an in-room propagation channel. This
system is based on a correlation technique using a pseudoran-
dom transmitted code and is detailed in [75] and [76]. This
system measures a bandlimited impulse response at a carrier
frequency of 1.5 GHz with bandwidth of 500 MHz. The PDP
was measured in two different rooms. The first room is a small
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Fig. 8. Comparison of the IPDP model to the FDTD simulation for a room
with a length of 5.4 m, a width of 3.3 m, and a height of 2.4 m, assuming
the walls are 30 cm thick with�r = 3:0 and� = 0:01 S/m.

Fig. 9. Comparison of the IPDP model to the FDTD simulation for a room
with a length of 5.4 m, a width of 3.3 m, and a height of 2.4 m, assuming
the walls are 30 cm thick with�r = 3:0 and� = 2:0 S/m.

office with a height of 3.20 m, a width of 2.31 m, and a length
of 5.26 m. The second room is a laboratory with a height of
5.0 m, a width of 7.18 m, and a length of 9.35 m. The walls
in the office and laboratory where composed of concrete slabs
and concrete blocks of thickness 14.5 cm with and

S/m [77].
Figs. 10 and 11 show comparisons of the IPDP model to

measured data for these two rooms. The measured data in
both rooms were obtained with the transmitter located near a
corner of their respective room at a height of 1.8 m and the
receiver was placed on a cart with an antenna height of 1.8
m. Location 1 in Figs. 10 and 11 corresponds to the receiver
placed at a location near one of the walls of the respective

Fig. 10. Comparison of the IPDP model to measured data for a small office
with a length of 5.26 m, a width of 2.31 m, and a height of 3.20 m.

Fig. 11. Comparison of the IPDP model to measured data for a laboratory
with a length of 9.35 m, a width of 7.18 m, and a height of 5.00 m.

rooms, and Location 2 in the two figures corresponds to the
receiver placed at the center of the respective rooms. Location
3 in Fig. 11 corresponds to the transmitter being placed at the
center of the laboratory and the receiver place 2 m from one
of the walls. The comparisons in these two figures illustrate
that the IPDP model predicts the same decay characteristics
in the PDP as seen in the measurements.

With the receiver placed on a moveable cart, the impulse
responses for several locations distributed throughout the
rooms were obtained. The magnitude of all of the impulse
responses in each of the two rooms were averaged together to
obtained an effective average PDP of each room. The results
of these averages along with the results of the IPDP model
are shown in Figs. 12 and 13 for the office and laboratory,
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Fig. 12. Comparison of the IPDP model to the measured data obtained by
averaging several locations through the office with a length of 5.26 m, a
width of 2.31 m, and a height of 3.20 m.

respectively. The comparisons in these two figures illustrate
once again that the IPDP model predicts the same decay
characteristics in the PDP as seen in the measurements.

The results of the IPDP model can be used to estimate the
rms delay spread for these two rooms. The rms delay spread
is calculated by the following expression [1] and [4]:

PDP

PDP

where

PDP

PDP

Using the results of our model, we estimated a rms delay
spread of 6.1 ns for the office and 13.2 ns for the laboratory.
The rms delay spread was also calculated from the measured
data. For the office, the rms delay spread for locations 1 and
2 were calculated to be 7.5 and 5.9 ns, respectively. From
the measured average PDP of the office (see Fig. 12), the rms
delay spread was calculated to be 7.5 ns. For the laboratory, the
rms delay spread for locations 1–3 were calculated to be 14.7,
12.5, and 15.1 ns, respectively. From the measured average
PDP of the laboratory (see Fig. 13), the rms delay spread
was calculated to be 15.6 ns. The rms delay spread obtained
from the measured data of the two different rooms compares
well to the delay spread obtained from the model. Keeping
in mind that the IPDP model in its present form neglects the
energy propagation through doors and windows, and scattering
and reflections from lights fixtures, air-conditioning units, and
piping (which were present in these two rooms), we conclude
that the IPDP model agrees well to measured data in predicting
the room PDP characteristics.

Fig. 13. Comparison of the IPDP model to the measured data obtained by
averaging several locations through the laboratory with a length of 9.35 m, a
width of 7.18 m, and a height of 5.00 m.

VII. D ISCUSSION AND CONCLUSION

In this paper, we present a model for predicting the char-
acteristics of the PDP of an in-room wireless propagation
channel. This IPDP model is based on simple room parameters:
room volume, surface area, and the average power reflected
from surfaces in the room. Comparisons to FDTD results and
to measured data are presented. From these comparisons it was
demonstrated that the IPDP model can be used to predict the
decay characteristics of the PDP and estimated the rms delay
spread within a room.

The IPDP model does not give a detailed description of a
room impulse response. The intent of this model is to give
a global (or average) behavior of the channel for the system
placed in an arbitrary room location. The advantage of this
IPDP model is that it is based on simple assumptions, so the
PDP within a room can be calculated in a matter of seconds on
a personal computer. Hence, the IPDP model can be used to
quickly assess the average response of a room. Furthermore,
the IPDP model is a time-efficient means for approximating
the rms delay spread and consequent ISI of a specified wireless
in-room channel. The IPDP model was used to estimate the
rms delay spread and comparison to the measured data show
good correlation.

The IPDP model presented here is valid until reverberation
occurs in the room. Dunens and Lambert [56] have shown that
reverberation occurs after to s, which suggests
that the model presented here will predict the decay rate of
the PDP for times less than five characteristic room times
(that is, ). For , modifications are required for this
model to account for room reverberation. For most applications
(rooms with highly absorbing walls), the energy in a room
decays to minimal levels before reverberation can occur.
However, wireless links are being implemented in places
with highly conducting walls (i.e., metal warehouses and
shipboard communications). Under these types of propagation
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environments, the model presented here must be combined
with the reverberation decay rate approaches [59]–[64], [69].
The combination of these two approaches is presently being
investigated for shipboard communication.

Future work will also include predicting the PDP’s of
coupled or adjacent rooms and to account for the leakage
of energy through doors and windows. Other areas of future
work are the effects of furniture in the room and the effects
of realistic antenna patterns. It is believed that the effects
of narrow beam antenna patterns can be incorporated into
the model by weighting the angle dependence of the average
reflection given in (9), but this is still being investigated.

While the model presented here is simple to implement,
it does require knowing material properties and geometries
of the reflecting walls in the room. Until recently [78]–[82],
little effort has been given to characterizing building materials.
More work in this area is needed, not just for this model, but
for all types of indoor field strength prediction models and for
impulse response models.
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