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DISCLAIMER 

Certain products, technologies, and corporations are mentioned in this report to describe the 
experiment design. The mention of such entities should not be construed as any endorsement, 
approval, recommendation, or prediction of success by the National Telecommunications and 
Information Administration, nor does it imply that they are in any way superior to or more 
noteworthy than similar entities that were not mentioned. 
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PREFACE 

This memorandum is part of a series of NTIA Technical Memorandums describing experiments 
that provide training data for no-reference metrics that focus on consumer camera applications. 
Each publication describes a subjective experiment that is distributed freely on the Consumer 
Digital Video Library website (www.cdvl.org) for research and development purposes.  The 
reader is expected to have some knowledge of subjective experiments. A tutorial on this subject 
can be found in “Video Quality Assessment: Subjective testing of entertainment scenes,” by 
Margaret H. Pinson, Lucjan Janowski, and Zdzisław Papir, published in IEEE Signal Processing 
Magazine, January 2015. 

The experiment described in this memorandum, referred to as the Challenging Optical Character 
Recognition Image Dataset experiment, was conducted using the Tesseract open source optical 
character recognition tool. Tesseract produces a string of recognized text from an input image. 
The resulting text was compared to the original truth data created for the purposes of this 
experiment. No subjective testing was used in this experiment.  
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CHALLENGING OPTICAL CHARACTER RECOGNITION IMAGE DATASET 
(COCRID) 

Robert Grosso and Margaret H. Pinson1 

This memorandum provides technical details for the image quality experiment 
COCRID: A Challenging Optical Character Recognition Dataset. The design 
goals of the COCRID dataset are (1) to train no-reference metrics that track the 
quality of recognized text, (2) to understand characteristics of images that are 
particularly difficult for Optical Character Recognition (OCR) algorithms, and (3) 
to develop a metric that responds strongly to the effects of impaired text. The 
experiment has five environment scenarios and a control to replicate challenging 
conditions where OCR might be used. This experiment simulates the environment 
of a mobile scanning application. The experiment photographs source material 
under a variety of lighting and capture impairments to create a high noise 
environment. The COCRID contains 984 impaired images and 41 control images. 
The images are then processed by an OCR algorithm for a result. The resulting 
string of recognized text is compared with the original to create a character error 
rate metric. The lessons learned from this dataset will help researchers design 
datasets for other computer vision algorithms. 

Keywords:  camera capture; image quality; no-reference metric; optical character recognition; 
OCR 

1 INTRODUCTION 

The Challenging Optical Character Recognition Image Dataset (COCRID) was designed to 
provide insights into no-reference (NR) metrics that analyze the readability of text. The goal of 
an NR metric is to predict the quality of an image or video using only the image or video itself. 
That is, NR metrics examine pixels, not bit-streams or coding parameters, and NR metrics cannot 
refer to a higher-quality version of the image or video. At Video Quality Experts Group (VQEG, 
www.vqeg.org) meetings, industry has expressed an urgent need for NR video-quality metrics. 
NR metric development has proven to be a very challenging endeavor. Because NR metrics are 
usually trained on mean opinion scores (MOS) from subjective tests, they typically emulate 
human perception.  

COCRID explores the question of how to extend NR metric research to computer vision 
applications. COCRID provides training data for an NR metric that acts as a pre-processor for 
computer vision tasks that utilize Optical Character Recognition (OCR). OCR was chosen by the 
research team as a good first step in approaching the high noise problem in computer vision, 

 
1 The authors are with the Institute for Telecommunication Sciences, National Telecommunications and Information 
Administration, U.S. Department of Commerce, Boulder, CO 80305. 

https://www.vqeg.org/
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since the truth data for this application is known and absolute. An advantage to OCR is the 
availability of an existing metric that tracks the number of errors in the OCR result. 

The COCRID experiment uses the Tesseract OCR algorithm to create a simulated quality metric. 
This metric has no tie to human perception and is centered around the response of computer 
vision to images captured under challenging conditions. COCRID uses this metric as a means of 
measuring success, not as a true MOS. There is a difference between the calculated metric and 
MOS for each image, and it is of interest to understand the difference between this calculated 
metric and a true MOS. 

COCRID represents common applications of images digitally recorded with consumer-grade 
mobile cameras, similar to the approach taken in [1]. COCRID implements an experiment design 
that uses a text file—produced by a random chain text generator—which is then replicated across 
three documents, each differing only by typeface, and, consequently, pagination. Within each 
source document, the words are randomly sized to closely resemble the size variations of text in 
a professional document or report. 

When creating the experiment, researchers exercised special attention to isolate the effect of 
noise on a variety of text. One subset of the source material consists of one typeface test and one 
type size test, to demonstrate the response from these challenging factors. A second subset of the 
source material includes four receipts, which were selected for their print quality, paper 
attributes, and relevance to the intended application. The final subset of the source material is a 
document with an abnormally large typeface. The document with large typeface is included to 
present a confounding factor to any metric trained on this dataset. 

A total of 41 pages of source material are used for this experiment, with a variety of confounding 
factors used to simulate challenging conditions in common applications of Optical Recognition 
Software. Text size was identified as a challenging factor for OCR, so a portion of the 
experiment is devoted to isolating the effect of text size. A single page of Markov Chain text is 
generated in 12 point size and saved as a file. The same text is decreased in point size and saved 
as a separate file. The process is repeated until the experiment includes nine pages of randomly 
generated text, each page smaller than the next, to include integer type sizes from 12 points to 
4 points. The experiment also includes four receipts, and, as a confounding factor, a page of text 
in a 36 point type size. The experiment is designed to have five different lighting conditions, 
with each of the 41 pages photographed under the varying conditions and controlled 
impairments. The dataset is described by COCRID_Dataset_Register, an Excel 
spreadsheet that contains the naming convention and a line entry describing each image in the 
dataset.  

This memorandum provides a technical description of the experiment design and 
implementation. This memorandum also provides a brief analysis of the results. COCRID is 
available on the Consumer Digital Video Library (CDVL) website (www.cdvl.org). See the 
CDVL website for licensing terms.  

http://www.cdvl.org/
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1.1 Background 

This memorandum is part of a series of NTIA Technical Memorandums. Each publication in the 
series describes a subjective experiment that is distributed freely on www.cdvl.org for research 
and development purposes. These experiments provide training data for NR metrics that focus on 
consumer camera applications. NR metrics trained on these datasets will be appropriate for 
assessing modern cameras and high-performing networks. COCRID draws upon ideas presented 
in three previous experiments. The lightly edited abstracts of those experiments are provided 
below for the reader’s convenience: 

1) ITSnoise: An Image Quality Dataset With Sensor Noise [2] was designed to provide insights 
into NR metrics that evaluate camera capture in low light conditions. The ITSnoise 
experiment includes 24 scenes, each digitally photographed using 12 different image capture 
methods (ICMs), for a total of 288 images. The ICMs were designed to reflect the way 
images are captured in the most common public safety applications and to produce a range of 
different sensor noise levels in the resulting images, from very low to very high. This dataset 
provides training and testing data for potential NR sensor noise metrics that can 
automatically predict the impact on perceived quality of sensor noise within a given image. 
The ITSnoise images were rated by first responders and other attendees of the 2022 Public 
Safety Communications Research (PSCR) stakeholder meeting. The resulting MOSs are 
distributed on CDVL with the dataset. ITSnoise images are not intended for computer vision; 
however, images with low light and high noise impairments are known to have a strong 
effect on the accuracy of OCR. 

2) 2020 Enhancing Computer Vision for Public Safety Challenge [3] produced a set of 
experiments. A roadblock for the deployment of computer vision and video analytics is the 
myriad of problems cameras experience when deployed in real-world environments. In 
response, the National Institute of Standards and Technology (NIST) Public Safety 
Communications Research (PSCR) division sponsored a prize challenge to facilitate image 
quality research and development aimed at better diagnosing and predicting camera problems 
that hinder computer vision. Contestants were asked to create datasets of media that included 
impairments that prevent first responders from taking advantage of computer vision. Five of 
the challenge contestants agreed to share their datasets on CDVL. These datasets depict 
camera capture problems that cause issues for computer vision applications, such as dirt, 
grease or dust on the lens, or lens flare. The challenge datasets provide media suitable for 
computer vision applications but lack truth data (i.e., they have neither MOSs nor any other 
data that indicate the likelihood that computer vision will succeed or fail). 

3) VMAF Compression Ratings that Disregard Camera Impairments (VCRDCI) Dataset [4] 
provides training data for NR metrics. Like [3], the VCRDCI dataset was funded by the 
PSCR division of NIST and focuses primarily on media that depict first responder scenarios. 
The VCRDCI dataset was designed similarly to a video quality subjective experiment, but 
the VMAF metric was used to create simulated subjective data. The VCRDCI dataset 
contains 130 scenes that have been rescaled to 8 resolutions and compressed into 10 variable 
bit rates with 3 codecs. The goals are (1) to provide a dataset for developing NR metrics that 
track the image quality of commonly used codecs, (2) to understand characteristics of videos 
that have complex interactions with video codecs, (3) to understand the relationship between 

http://www.cdvl.org/
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public safety use cases and acceptable levels of compression, and (4) to develop a metric that 
responds strongly to the effects of video compression.  

Building on the results of ITSnoise, the Enhancing Computer Vision for Public Safety 
Challenge, and VCRDCI, COCRID uses an OCR algorithm to recognize text in images that have 
capture or lighting impairments, and it uses the Levenshtein Distance [5] to calculate a word 
error rate (WER) and character error rate (CER) metric. OCR was chosen over other computer 
vision tasks because there is an established method to calculate and judge the results based on 
known truth data. For other computer vison tasks, the truth data is more ambiguous. An 
advantage of using text is the ability to generate and compare results using existing tools such as 
pytesseract (Python-Tesseract interface) and fastwer Python packages.  

The core objective of the COCRID is to photograph generated text with lighting or capture 
impairments, offering a challenge to OCR algorithms. The dataset implements a number of 
different and common lighting impairments, including light from dimmable LEDs, light from 
computer monitors, and analog light produced by a candle.  

1.2 Dataset Overview 

The COCRID experiment design adopts the strategy of comparing OCR-generated text to truth 
data, creating an error metric that is used as a stand-in for MOS data in image quality 
assessments. COCRID was developed to provide insight into camera capture impairments and to 
recognize their effects on a variety of generated and procured text. 

The COCRID is similar to VCRDCI, but calculates a metric score derived from the CER 
between OCR-generated text and truth data from the resulting algorithm interpretation instead of 
using the VMAF metric to create simulated subjective data. COCRID images are produced by 
standard consumer mobile hardware, using both the native camera software and software 
developed by third parties to manually control the digital image sensor. The mobile consumer 
hardware does not have a physical shutter, but the chosen capture software allows control of 
shutter speed, ISO, white balance, and focus. The images captured are named according to the 
COCRID_Dataset_Register and then placed in the COCRID_data folder for 
programmatic uptake.  

The research team used a Python script to iterate through all image files in the dataset, compute 
an OCR result, and compare the result to the truth data using formulas based on the Levenshtein 
Distance.  

1.3 Dataset Organization 

The dataset comprises 984 images totaling 1.81 gigabits. Each image has an associated text file 
containing the OCR result in string form. Each image produces a CER and WER score that are 
saved in the COCRID_Dataset_Register file. There are 41 control images, located in the 
Control folder. The control files and the COCRID dataset images are stored in separate 
folders. Truth data for all source material is formatted as a .txt file and located in the 
truth_data folder. 
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Figure 1 shows the top level folder containing the dataset COCRID_data, the Control folder, 
the truth_data folder, the COCRID_Dataset_Register, the Python scripts used by the 
research team, and a README.txt file. 

 

Figure 1. COCRID folder structure. 

Figure 2 shows the control file structure of the Control folder, and Figure 3 shows the file 
structure of the COCRID_data folder.  

 

Figure 2. Control folder file structure, partial. 

 

Figure 3. COCRID_data folder file structure, partial. 

The dataset naming convention gives each image a unique name. Figure 4 describes the naming 
convention for the first image in the dataset (number 001001). The convention is shown for file 
001001 and the associated control file, 000001. The OCR text result is named identically to the 
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file under test, with .txt as the file extension. The numbering convention for this dataset is 
unique for each file but not continuous; there are some gaps in numbering due to early 
experimentation with the dataset. 

  

Figure 4. Example COCRID naming convention. 

Note the following file naming conventions used by COCRID:  

• For ease of programmatic uptake, spaces are avoided  

• Space(s) between words are replaced with an underscore 

• Within a single term, a period is used to separate words 

• Because the forward slash is used as a control character in operating systems for file paths, 
shutter speed is written as 1.64 instead of 1/64. 

Each image in the dataset is registered in a spreadsheet to keep track of the full name and image 
parameters. COCRID_Dataset_Register is included with the distribution of the dataset. 
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2 EXPERIMENT DESIGN 

2.1 Experiment Overview 

Since the goal of the COCRID experiment is to simulate many different challenging conditions 
that an OCR algorithm might encounter during real world use of a mobile scanning application, 
it was necessary to generate formatted text that might appear in many real-world scenarios. A 
notable scenario of interest is the mobile scanning of a document formatted with headings, sub-
headings, and paragraphs in different type sizes. A second notable scenario is the archiving of 
receipts. Both of these scenarios can occur in a variety of lighting conditions and with capture 
impairments. The research team was also interested in the effects of typeface and type size and 
identified large text as a confounding feature worth including. The impairments and challenges 
identified for the inclusion in the COCRID experiment were expressed through: 

1) Selection of source material to be photographed  

2) Selection of impairments under which to photograph 

Source material was composed of documents and receipts. Documents were created by the 
research team and receipts were gathered during the experiment. Truth data for generated 
documents was taken directly as text from the program output, while receipt truth data was 
transcribed by the research team. A total of five scenarios are identified to exercise a range of 
challenging capture conditions for OCR algorithms. The workflow of the experiment is captured 
in the following flowchart: 

 

Figure 5: COCRID Experiment workflow. 

2.2 Document Generation and Document Formatting 

Python was used to generate and format text into an .odt file. The research team used a Markov 
chain text generator from the essential-generator Python library to generate ASCII data, then 
formatted the generated text with the odfpy Python library. Both libraries can be found on PyPI 
[6],[7].  
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The research team created three sets of documents using the above method. The first, test.doc 
source material, contains page headings, paragraphs, and paragraph headings. Test.doc source 
material is formatted in Calibri typeface, and then replicated twice to create test.doc.light and 
test.doc.times source material. Test.doc.light is formatted in Calibri Light and test.doc.times is 
formatted in Times New Roman typeface. The first page of test.doc source material is shown in 
Figure 6. 

  

Figure 6. First page of test.doc source material alongside the formatting specifications. 

The second category of documents created is the test.size set of source material. The test.size 
document set is intended to isolate the effect of type size under different capture conditions. To 
test the effect of type size under high noise environments, one page of constant size text was 
generated, then replicated across nine pages with text in decreasing type size, starting with 12 
point type on page 1 and ending in 4 point type on page 9. An effect of maintaining the same text 
in increasingly smaller type size is an increase in the percentage of white space on each page. 
The heading of each page was changed to indicate the type size used in the body text. Figure 7 
shows the first page of test.size source material, with the formatting in the associated diagram: 
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Figure 7. First page of test.size source material and example formatting. 

The third category of documents included the test.doc.36pt document, which was created using 
the Markov chain text generator and then formatted as a string of 36 point boldface text in 
Calibri. This file provides unusually large-sized type, which could otherwise be a confounding 
factor for any OCR algorithms trained on this dataset.  

Receipts were gathered by the research team during the activities of the experiments and selected 
for traits common to receipts. Receipt 1 is a local grocery store receipt with coupons and other 
advertising on the back, creating a busy appearance. Receipt 2 is also from a grocery store but 
has no print on the back. Receipt 3 is a hardware store receipt that is a bit crinkled, which 
resulted in greater variation when the text of the receipt was illuminated. Receipt 4 is a small 
receipt with a crease that raises the receipt from the table surface and created varying lighting 
conditions on opposing sides of the fold. Figure 8 shows each receipt in the order just described: 
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Figure 8. Receipts used in the COCRID experiment. 

The COCRID experiment has six categories of source material as follows:  

test.doc — Nine pages of randomly generated text in Calibri with a 24 point boldface heading on 
each page. The heading is used as a control, as it should be the easiest text to read under all 
impairments. Each paragraph contains an underlined sub-heading that serves as a divider 
between each block of differently sized text. The body of each paragraph contains text in Calibri 
randomly sized between 11 point and 4 point, as shown below in Table 1. 

Table 1. Type sizes selected for use in test.doc source material. 

4 point 5 point 6 point 7 point 8 point 9 point 10 point 11 point 
 
test.doc.times — The same text as used in test.doc material but formatted in Times New Roman. 
The type size is held constant between test.doc material and test.doc.times material. 
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test.doc.light — The same text is used as in test.doc material but formatted in Calibri Light. The 
type size is held constant between test.doc material and test.doc.light material. 

test.size — One page of generated text in Calibri, with a 24 point boldface heading as a control, 
saved as nine separate files containing one page each. The body text of each page is set in a 
consistent type size that varies from 12 point to 4 point, with the values shown in Table 2. 

Table 2. Type sizes and page numbers for test.size source material. 

12 point 11 point 10 point 9 point 8 point 7 point 6 point 5 point 4 point 
page 1 page 2 page 3 page 4 page 5 page 6 page 7 page 8 page 9 

 
test.doc.36pt — One page of boldface 36 point Calibri text as a confounding factor for 
algorithms trained on this dataset. 

receipt — Four receipts were collected by the research team during the experiment. Receipt 1 is 
a long supermarket receipt with faded ink and graphics and advertisements on the back, which 
bled through to the front. Receipt 2, another grocery store receipt, has bolder, more defined 
characters, and no advertisements on the back. Receipt 3 is a hardware store receipt that has been 
crumpled slightly, as receipts often are, which might present challenges as light hits the receipts 
on all facets. Receipt 4 is a short, compact discount store receipt.  

2.3 Design of Challenging Content  

After reviewing many types of capture or lighting impairments, the team decided on the criteria 
listed in Table 3. These impairments present a challenge to OCR algorithms. 

Table 3. Impairment criteria. 

Blur Low 
Light 

High 
Noise 

High 
Light 

Filtered/Uneven 
Lighting 

Type 
size 

Stylized 
Text 

Glossy 
Paper 

Crinkled 
Surfaces 

 
Because unusual or unexpected stimuli were not considered to be typical of a real-world scenario 
for a mobile-scanning application, an extreme angle between camera and text was omitted. The 
source material was photographed from a height of 30 cm directly above the table surface. All 
other impairment criteria were incorporated into the COCRID as detailed in the following 
paragraphs. 

A range of type sizes was selected to appear in the test.doc source material: 24 point boldface for 
headings, 12 point underlined text for sub-headings, and an integer range of 11 point to 4 point 
text size for body paragraphs. Such features are typically included in a report style document, 
which the research team aimed to imitate, using a variety of fonts. The random selection of type 
sizes was implemented by the research team to avoid preferential metric response of any 
particular type size, even if the type size is common. Although body text of a report is usually in 
a consistent type size, creating a generalized document required using a range of type sizes. 



 

12 

Test.doc text was formatted using three typefaces, each selected because of its wide availability 
and common use. Calibri, currently the default body text typeface of Microsoft Word, was 
chosen because students and professionals use it so often. Times New Roman, one of the most 
popular typefaces of all time (designed in 1932 for the British newspaper The Times), was 
chosen because it is installed on almost every modern computer. Calibri Light, similar in 
appearance to Calibri and the default Microsoft typeface for headings, was chosen as the third 
typeface because it is thinner than regular Calibri and is hypothesized to be more challenging for 
OCR algorithms operating in high noise environments.  

The test.size source material focuses solely on type size as a confounding factor, with a 24 point 
boldface title used as a control, and the body text of the document in a consistent type size. 
Test.size source material is intended to isolate type size as a factor across the entire range of 
lighting and capture conditions; therefore, the truth data is kept nearly constant. Nearly identical 
truth data between pages of test.size source material excludes variations in data as a factor for 
comparisons of type size. 

The lighting and noise environment was deemed to be a significant challenge for OCR 
algorithms. After viewing the high noise environments produced in the ITSnoise dataset, it was 
of interest to see how OCR algorithms would perform under similar conditions. Images in the 
ITSnoise dataset were taken in a variety of low light conditions with a high ISO to provoke the 
sensor noise of the digital imaging system. High noise images were taken with an ISO of 3200, 
but many professional photographers will take high quality, low noise images with an ISO no 
higher than 100. While keeping the light level dim, the research team increased ISO from the 
lowest available setting to the highest available setting to provoke a linear response from the 
OCR algorithm. 

A notable use case for mobile scanning is the scanning of receipts for digital records. It is 
important for the numbers, bar codes, and other distinguishing factors of this source media to be 
legible in images. For this reason, the research team agreed to add realistic receipts to the source 
material for the COCRID. Receipt type text could have been generated with the Markov chain 
text generator; however, the ink, paper, pictures, and other realistic features were valuable 
challenges to the OCR algorithm. All receipts chosen were readable to the Human Visual System 
(HVS).  

Focus impairment was a final impairment included to confound the OCR algorithm. The focus 
impairments allowed the HVS to accurately read the text but distorted the text enough to 
possibly evoke a response. 

2.4 Scenario Design and Selection of Impairments  

The experiment details five scenarios, each a challenging lighting or capture environment for an 
OCR algorithm. Mobile scanning applications take control of the mobile hardware and capture 
the image in the optimal conditions for the OCR algorithm to be effective. In this experiment, the 
OCR algorithm interprets text after the images have been taken, to elicit a response from the 
OCR algorithm and reveal areas where the algorithm is less accurate than the HVS. Each 
scenario is designed with a plausible use case and is designed to capture all of the challenging 
environments described in the previous section. 
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2.4.1 Scenario 1 

Scenario 1 is designed to capture the increase in CER in a low light environment as ISO is 
increased from the minimum setting to the maximum setting. In this experiment, the overhead 
LED is set at the minimum setting, with a measured 30 lux of illuminance at the table level. Due 
to the LED being pulse width modulated, the research team found that the shutter speed must be 
fixed to prevent flickering. The research team experimentally found that 1/64 of a second shutter 
speed is optimal for this LED setting, and ISO was increased from 33 to 5800 at the following 
levels: 33, 50, 100, 200, 400, 800, 1600, 3200, and 5800. 

2.4.2 Scenario 2 

Scenario 2 is designed to capture scanning conditions in a dark room with only the light from a 
monitor illuminating the page. The overhead LED is off, and only the blue horizontal light, with 
an illuminance measurement of 0.2 lux, is used to illuminate the text. The shutter speed is 
1 second and the ISO is held at 3200. 

2.4.3 Scenario 3 

Scenario 3 is designed to mimic a candle-lit dinner, with a candle as the only light source and the 
light diffused through a glass candle holder. In this scenario the document could be thought of as 
a menu being scanned. Each menu item could be named in text larger than the text further 
describing each item, including text detailing caloric or allergen information. As opposed to the 
LED’s pulse width modulation, the light source in this scenario is continuous, which allows the 
shutter speed to be varied without a flickering effect. In this scenario the overhead LED is off 
and the ISO is held at 3200, while the shutter speed is increased from 1/64 of a second to 1 full 
second at the following settings: 1/64, 1/32, 1/16, 1/8, 1/4, 1/2, 1/1. The illuminance of the 
diffused candlelight is 1.8 lux. 

2.4.4 Scenario 4 

Scenario 4 is aimed at creating conditions where there is too much exposure to light. The LED is 
on full, which does not present any pulse width modulation effects, so shutter speed can be 
varied. ISO is held at 3200 while the source images are photographed with the following shutter 
speeds: 1/256, 1/128, 1/64, 1/45, 1/40, 1/38. The illuminance of the full LED light is 350 lux. 

2.4.5 Scenario 5 

Scenario 5 is designed to replicate a shot that is slightly out of focus. The overhead LED light is 
set to full, so the camera’s shutter speed must be set to 1/128 of a second, to avoid flickering. 
The ISO is set to 100 and the focus is impaired slightly. ISO was chosen to be 100 because the 
focus impairment was intended to be the dominant capture impairment. The camera does not 
provide a number that quantifies the focus impairment, but an HVS is able to read any text when 
the image is scaled to an appropriate size. The slight focus blur is noticeable enough to distort 
text and confound an algorithm. The illuminance of the full LED light is 350 lux. 
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2.4.6 Control 

The control images were taken with automatic brightness, automatic white balance detection, and 
automatic shutter speed selection by the native camera application used on the test hardware. 
Test hardware is described in the following section. 

2.5 Experiment Setup and Description 

This experiment required controlled lighting conditions to produce low light and dark room 
conditions to evoke a high noise response from the camera’s digital imaging sensor. Photographs 
were taken indoors at night with windows covered and ambient lighting removed. The 
photography station consisted of two tables stacked atop one another, with the overhead LED 
strip affixed to the underside of the upper table to illuminate the entire exterior surface of the 
lower table. The document was centrally placed upon the lower table and photographed with an 
iPhone 12 with standard hardware available from the manufacturer (see Section 2.5.3). The 
control images were taken with the standard iOS camera application, which automatically adjusts 
focus, ISO, shutter speed, and white balance to produce the optimum photo as determined by the 
manufacturer’s camera metrics. Figures 9 to 11 show the various lighting conditions for the five 
scenarios and the control. 
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Figure 9. Camera, lighting, and document configuration for control, Scenario 1, Scenario 4, and 
Scenario 5. 
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Figure 10. Camera, lighting, and document configuration for Scenario 2. 
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Figure 11. Camera, lighting, and document configuration for Scenario 3. 

2.5.1 Lighting Measurements 

The research team measured the amount of illuminance (lux) on the page with a CEM DT-21 
multifunction meter. The multifunction meter has two scales, ×10 lux and ×1 lux. Figures 12 
through 15 show the illuminance measurements for each scenario. 
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Figure 12. Scenario 1 (LED.Dim) 30 lux (003 on ×10 lux scale). 
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Figure 13. Scenario 2 (LED.Off) 00.2 lux (00.2 on ×1 lux scale). 
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Figure 14. Scenario 3 (Candle) 01.8 lux (01.8 on ×1 lux scale). 
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Figure 15. Scenarios 4 and 5 (LED.Full) 350 lux (035 on ×10 lux scale). 

2.5.2 Printing Equipment 

Source documents were printed on a Xerox WorkCentre™ 7970, set to a resolution of 300 dpi, 
using standard toner and standard copy paper. The source documents were formatted and printed 
using Microsoft® Word for Microsoft 365 MSO (Version 2304 Build 16.0.16327.20200). 
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2.5.3 Camera Equipment 

The images taken for the COCRID used the iPhone 12, iOS version 16.0.2(20A380), model 
MGF63LL/A hardware/software combination.  

2.5.4 Applications 

Camera app (Standard iOS camera app) was used for control and illuminance measurement 
images. 

Manual Cam (App Developer: LOFOPI, version 1.4) was used to control ISO, white balance, 
shutter speed, and focus impairments. 

2.6 Truth Data Generation 

To produce the truth data, the research team copied each page of the formatted document to a 
text file. That text file was compared to the text string computed from the OCR algorithm. As 
each type size and typeface choice created different page breaks, each page of each source 
document was converted to a matching text file.  

Receipt truth data was obtained by transcribing each receipt and manually entering spacing, 
indentation, and new line characters. The spacing, indentation and new line characters may be 
inaccurate, therefore the team disregarded spacing and indentation when comparing text strings.  

Truth data was organized by source document, with six folders named after the source document, 
receipt, test.doc.36pt, test.doc.light, test.doc.times, test.doc, and test.size. 

2.7 Optical Character Recognition Algorithm 

The team initially used common mobile scanning applications, but this did not allow for 
introduced capture impairments. The application controlled the hardware to produce the best 
possible photograph under the lighting conditions. It was agreed that the process of capturing the 
photograph and running the OCR algorithm must be separated, to allow for challenging capture 
environments. The team settled on using the open source OCR engine Tesseract, as it is freely 
available and has seen considerable use in industry, with five major versions, 24 point releases, 
and 8.4 thousand forks on GitHub. Tesseract runs from the command line, but the team used the 
Python wrapper pytesseract to easily invoke the program in the main Python script. The team 
used the most recent stable version of Tesseract, version 5.3.0, downloaded and compiled from 
the GitHub page [8]. 

2.8 Comparing Text Strings 

To calculate the final comparison metric, the researchers needed to automate the uptake of 
images, invoke the OCR algorithm, uptake the correct truth data for each image, compare the 
OCR string to truth data string, and export the result. Python’s fastwer package was used to 
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compare the strings. Two metrics were produced, one when running the fastwer algorithm on a 
word basis and one when running fastwer on a character basis. The OCR recognized text was 
exported to a text file named after the image but with a .txt extension. Both the truth data and 
OCR result had white space, indents and returns stripped to produce a more accurate comparison. 
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3 POST PROCESSING AND METRIC ANALYSIS 

3.1 Simulated Testing 

As with the VCRDCI dataset, the COCRID metric data was obtained by running the input 
images through industry recognized quality assessment algorithm. Unlike the VCRDCI dataset, 
in the COCRID dataset the output of the algorithm was not a direct metric for assessing quality; 
instead it was a string of text to be compared to the original through a separate process. The 
recognized text was then used to produce a metric assessing the quality of the image in relation 
to the accuracy of the recognized text. This is how the COCRID isolates impairments to the 
readability of text. The fastwer Python implementation compares strings of text by counting the 
insertions, substitutions, and deletions needed to arrive at the ground truth string. As described in 
[9], the fastwer algorithm computes both a WER and CER using formulas based on the 
Levenshtein Distance. The formula for character error rate is: 

𝐶𝐶𝐶𝐶𝐶𝐶 =  
𝑆𝑆 + 𝐷𝐷 + 𝐼𝐼

𝑁𝑁
 

where: 

S = number of substitutions 

D = number of deletions 

I = number of insertions 

N = number of characters in ground truth data 

The output of this equation represents the percentage of characters in the reference text that was 
incorrectly predicted in the OCR output. The lower the CER value, the better the performance of 
the OCR model, with 0 being a perfect score. A CER of 33.33% would imply that every third 
character is transcribed incorrectly. One thing to note is that CER values can exceed 100%, 
especially with many insertions. 

WER is calculated similarly but taken at the word level: 

𝑊𝑊𝑊𝑊𝑊𝑊 =  
𝑆𝑆 + 𝐷𝐷 + 𝐼𝐼

𝑁𝑁
 

where: 

S = number of word substitutions 

D = number of word deletions 

I = number of word insertions 

N = number of words in ground truth data 
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The WER value is expected to be higher than the CER value, since a single character transcribed 
incorrectly would have a greater impact upon the accuracy of the fully recognized word. A 2009 
study [10] on the review of OCR accuracy in large-scale Australian newspaper digitization 
programs produced benchmarks for printed text. 

• Good OCR accuracy: CER 1 to 2% (i.e., 98 to 99% accurate) 

• Average OCR accuracy: CER 2 to 10% 

• Poor OCR accuracy: CER >10% (i.e., below 90% accurate) 

For complex cases involving handwritten text with highly heterogeneous and out-of-vocabulary 
content (e.g., application forms), a CER value as high as approximately 20% can be considered 
satisfactory. 

3.2 Analysis of Metric Data 

To test the effect of type size on optical character recognition, CER values are compared over all 
pages in the test.size source material. From Figure 16, we can see the mean CER score increases 
as type size is reduced. 

 

Figure 16. Character error rate comparison between type sizes of test.size source material. 
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The researchers were also interested in how typeface can affect OCR. The impact of typeface is 
expressed in Figure 17, which compares test.doc, test.doc.light, and test.doc.times when 
formatted in Calibri, Calibri Light, and Times New Roman, respectively. Figure 17 shows the 
OCR algorithm on average had a lower mean and less uncertainty when predicting typed text 
formatted in Calibri. Calibri Light seemed to present difficulty to the OCR algorithm, as the 
mean CER score is higher than both Calibri and Times New Roman. This could be due to Calibri 
Light having a generally thinner typeface, which also presents challenges to the HVS in low light 
environments. Times New Roman has slightly more complex letterforms than Calibri or Calibri 
Light, which seems to influence OCR by the increased variance of Times New Roman compared 
to Calibri or Calibri Light.  

 

Figure 17. Character error rate comparison between typefaces. 
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4 DATASET DISTRIBUTION  

The COCRID is available on www.cdvl.org for research and development purposes. COCRID 
provides  

• COCRID_data folder containing: 

 An image named according to the COCRID_Dataset_Register spreadsheet 
 A .txt file containing the OCR result, named according to the input image 

• COCRID_Dataset_Register, a dataset register spreadsheet containing a description of 
all images, with CER and WER score computed for each image (Microsoft Excel file) 

• COCRID_ocr_result.py, a Python script file (.py file) to accomplish the following 
tasks:  

 Iterate image files within COCRID_data 
 Call and compute OCR result(s) 
 Export OCR result(s) to .txt file 
 Remove white space, indentations, and new line characters from OCR result(s) 
 Open the associated truth data 
 Remove white space, indentations, and new line characters from truth data 
 Calculate both CER and WER using fastwer 
 Save CER and WER results into the COCRID_Dataset_Register 

• COCRID_doc_gen.py, a Python script file (.py file) to accomplish the following tasks:  

 Generate text for document headings, paragraph headings and paragraph bodies 
 Format text into appropriate styles 
 Save the document into an .odt file 

http://www.cdvl.org/
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